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Search for photons at ultra-high energies

‣Photons, as the gauge bosons of the EM force, at such enormous energy are 
unique messengers and probes of extreme and, possibly, new physics

‣UHE photons are a smoking gun for non-acceleration models

‣UHE photons are important when trying to constrain interaction parameters 
such as the proton-air-cross-section at energies far beyond LHC energies

‣UHE photons point back to the location of their production.  Arrival directions 
may correlate to possible sources

‣UHE photons play a role in fundamental physics:  
E.g. they help to constrain Lorentz invariance violation (LIV)  
                                                (more photons expected in LIV)  

‣UHE photons may help to interpret TeV observations
X
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from history: new windows - new discoveries

● e.g. CMB, -ray bursts, muon, neutrino oscillation
● sometimes completely unexpected
● impact on different fields of physics (astro /particle /cosmo / fundamental ...)
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Fluorescence light

Lateral distribution:

Two main characteristics of  
photon-induced air-showers:

‣delayed shower development 
(larger Xmax) ‣Lack of muons due to a smaller 
photo-nuclear cross-section
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Auger Photon Searches
Diffuse photon searches1

2 Directional searches for photon point sources
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Auger Photon Searches
Diffuse photon searches

Search for photons with E > 1019 eV  
(C. Bleve for the Pierre Auger Collaboration ICRC 2015) 

1

2 Directional searches for photon point sources

1
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Risetime:  
Time difference between 10% and 50%  
quantile of signal in surface detector 
Larger for:  
‣ Signals dominated by EM component 
‣ Deep developing showers

Lateral distribution:  
Lateral distribution function (LDF) of EM rich 
events is steeper compared to average.

For photon searches select events 
with large risetimes and steep LDF 
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Analysis and photon identification

Auger neutrino and photon limits Carla Bleve
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Figure 3: A shower induced by a photon of
⇠20 EeV simulated with a zenith angle of 45�:
(i) the lateral distribution of signals in the WCDs
is steeper than the LDF obtained from data (solid
line) and (ii) the risetime of selected stations is
larger than the average data benchmark (solid
line) - see text for details.

∆g-6 -4 -2 0 2 4 6 8

LD
F

gL

-6

-4

-2

0

2

4

6

8
MC photons (non pre-showering)
training data

Figure 4: Principal component analysis for the
photon search. The training data sample and a
set of simulated photons, not undergoing pre-
showering, are used to find the principal com-
ponent (black line), i.e. the linear combination
of gD and gLLDF that maximises the separation
of the two sets. The principal component is used
as separation variable for the photon search.

photon searches an event observable D = (Âi di)/N is defined, where the sum runs over stations
with S > 6 VEM, and radial distance in the range 600-2000 m. A minimum of 4 selected stations
is required. D is expected to average ⇠0 for data and to be significantly positive for air showers
initiated by photons.
The observables LLDF and D are redefined to obtain a distribution with mean zero and standard de-
viation 1 for photon showers. Taking x= LLDF or x=D, we define: gx= (x� x̄g(Eg ,q))/sg(Eg ,q).
The resulting distribution is shown in Fig. 4 for the training data set (grey) consisting of 2% of data,
and photon simulations (red). Only events with reconstructed photon energy > 10 EeV, and photons
not converting in the geomagnetic field are considered2. A Principal Component Analysis (PCA)
on the training data set and unweighted photon simulations defines the first component, used for the
selection of photon candidate events (Fig. 4). Its distribution is shown in Fig. 5 for the search data
set (98% of data collected between 01/01/2004 and 15/05/2013) and photon simulations weighted
to an E�2 spectrum. The photon candidate cut is defined, with an “a priori” choice, to be the value
of the median of the weighted distribution of non-pre-showering photon simulations. Any event
with principal component larger than the median cut value is considered as a photon candidate.

3. Results

After application of the selection criteria to the data, no event collected between 01/01/2004
and 20/06/2013 is selected with the neutrino cuts, while 4 events survive the photon cuts in the pe-

2The distribution of the observables is different for photons pre-showering or not, as a consequence of the differences
in hXmaxi and ratio of muonic to electromagnetic signal at ground. Non-preshowering photons initiate cascades from
the interaction of a primary photon with the atmosphere and they are the larger subset in the energy range considered
(relative contributions are visible in Fig. 5).
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Results1

‣No photon detection at ultra-high energies‣Top-down models severely constraint by current limits‣Start to constrain optimistic GZK scenarios 
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FIGURE 1. Left panel: Distribution of the principal component axis for photon energies > 10 EeV. The blue and red histograms
illustrate photon Monte Carlo simulations with and without pre-showered events. The back histogram is the search data sample
(98% of the total, i.e. 22853 events). The a priori cut value for photon candidate events is shown by a vertical line. (modified
from [23]) Right panel: Integral upper limits of the photon flux of AGASA [31], Yakutsk [32],TA [33], and Auger [20, 22, 23].
Predictions for non-acceleration models are given for SHDM [13], TD [13], and Z-burst [34]. GZK predictions are shown as solid
area, a pure proton and iron [35, 36] and a mixed scenario, see text for details.

As can be seen in Figure 1 (left), four events fulfill the photon candidate criteria using a data period between85

January 1 2004 and May 15 2013. Limits on the integral photon flux can be set by calculating FCL
� (E� > E0) =86

NCL
� /hEi, where NCL

� is the Feldmann-Cousins upper limit of the number of photon events at a confidence level CL87

and hEi the spectrum weighted average exposure derived by application of the same criteria to simulated showers88

(assuming a spectral index / E�2). The final flux upper limits at 95% confidence level are:89

F95%
� (E� > 10, 20, 40 EeV) < (1.9, 1.0, 0.49) ⇥ 10�3 km�2 yr�1 sr�1 . (3)

As shown in Figure 1 (right) these limits are the most stringent above 10 EeV and non-acceleration models are severely90

disfavored by these results. Furthermore, optimistic (proton dominated) GZK scenarios are in reach, especially tak-91

ing the advanced photon/hadron discrimination of the Auger upgrade AugerPrime into account, cf. last section. In92

addition to the expected GZK photon flux prediction of a pure proton and iron composition, derived in [36], a mixed93

composition scenario based on the results in [37] is shown in Figure 1 (right) using CRPropa 3 [38] as cosmic ray94

propagation tool [39]. The optimistic (larger photon flux) scenario refers to the second minimum in the spectral index95

/ maximum rigidity fit in [37] which is more in line with standard models of cosmic ray acceleration. The best fit to96

Auger data, however, indicates to a scenario where the flux is mostly limited by the maximum energy at the sources97

resulting in a hard spectral index (. 1) and a low rigidity dependent cuto↵ (log(Rcut/V) . 19) where only a small98

photon flux at UHE is expected, cf. Figure 1 (right) lower GZK mixed line. As a result of the reduced maximum99

energy at the source, expected photon fluxes in the mixed scenario are lower than in [36] where the maximum energy100

is fixed to Z ⇥ 1021 eV.101

DIRECTIONAL SEARCH FOR PHOTON POINT SOURCES102

The search for photon point sources includes the directional information of each event. The flux of photons from a103

single direction can be detected by an excess of air showers arriving from that direction within the angular resolution104

of the experiment. While charged particles are deflected in galactic and extragalactic magnetic fields, neutral particles105

point back to their production site. The search for neutron point sources with the Pierre Auger Observatory has been106

published in [40, 41] and in the following the directional search for photon point sources is outlined as discussed107

in more detail in [42]. The basic idea is to reduce the background contamination by selecting only events similar to108
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Idea directional searches
2

The signature is an 
accumulation of events 

from a specific direction in the sky
(neutral particles are not deflected in magnetic fields)

charged particle

neutral particles

charged particles
source

Earth

Idea:  
Select photon-like air showers and search for an accumulation of events 

Directional searches for photon point sources  
(A. Aab et al. ApJ 789 (2014) 160)
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Background rejection
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Fig. 2.— Multivariate analysis response value � for photon and proton primaries using
boosted decision trees. During evaluation the MC sample is split half into a training (filled
circles) and half into a testing sample (solid line).

photon acceptance is increased by 42%. The energy resolution is about 20%, independently417

of the primary mass. These resolutions do not a↵ect significantly the analysis since the418

trace of photons from a point source is an accumulation of events from a specific direction,419

and the event direction is well reconstructed also with the relaxed cuts: as shown in Fig. 3,420

the angular resolution is about 0.7�. We also verified that the separation power of the MVA421

is not significantly modified by the weaker selection requirements.422

After selection, the final dataset consists of Ndata = 241, 466 events with an average423

energy of 1017.7 eV. In fact, the energy distribution of these events expresses a compensation424

e↵ect of the energy spectral index and trigger ine�ciencies at low energies. A discussion425

of the hybrid trigger e�ciency for hadrons in the energy range below 1018 eV is given426

in (Settimo 2012). In Sec. 7 this discussion is extended to the case of photons. The average427

number of triggered stations in the current dataset is 2 at 1017.5 eV, where the bulk of428

events is detected, generally increasing with zenith angle and with energy (up to 4 between429

1018 eV and 1018.5 eV).430

17

Select photon-like events by cut in ß-distribution

5 input observables
(fluorescence and surface detector)  

Boosted decision trees �χ2 Greisen, EGreisen / EFD, Xmax, 
Sb, shape parameter

2
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Analysis details

Fig. 4.— Sky map of the expected background contribution (average of 5,000 scrambled
maps) in Galactic coordinates using the Mollweide-projection (Bugayevskiy & Snyder 1995).
The solid black lines indicate the covered declination range between �85� and +20�. Note
that the southern celestial pole region is omitted in this analysis for reasons explained in
Sec. 5.

the data e�ciencies, "�� and "

�
data, respectively, and to the expected number of background466

events nb(↵, �), a function of the celestial coordinates ↵ and �. The e�ciencies "�� and "

�
data467

are illustrated in Fig. 5 as a function of the multivariate cut �cut. To estimate "

�
data more468

accurately, a declination dependence is taken into account, "�data = "

�
data(�), indicated by469

the red shaded area in Fig. 5. The expectation of a purely hadronic composition is shown470

as a grey band. To improve the detection potential of photons from point sources, the471

cut on the � distribution is optimized, dependent on the direction of a target center or,472

more specifically, dependent on the expected number of background events nb(↵, �). In473

this way the background contamination is reduced while keeping most of the signal events474

in the dataset. This optimization procedure can be described as follows: the upper limit475

of photons ns from a point source at a given direction is calculated under the assumption476

that ndata = n

�
b , i.e., when the observed number of events (ndata) is equal to the expected477
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Fig. 6.— Optimized �cut as a function of the expected background count. The mean value
(solid black line) and the declination-dependent variations (shaded area) are illustrated.

the Poisson expectation. To determine the optimized �cut, the sensitivity is maximized by489

minimizing the expected upper limit by scanning over the entire range of possible �cut, also490

taking into account the photon e�ciency "

�
� :491

min

✓
ns(�cut)

"

�
�(�cut)

◆
with �cut 2 [�1, 1]. (5)

The optimized mean �cut is shown in Fig. 6 as a function of the expected background492

contribution. The grey area indicates the declination-dependent variation of the493

optimization. The mean �cut value used in this analysis is 0.22 resulting in an average494

background contribution after �cut of 1.48 events. Applying the optimized �cut to measured495

data reduces the dataset to 13.304 events. The sky distribution of these events is shown in496

Fig. 7.497

When performing a blind search for photon point sources, the probability p of obtaining498

a test statistic at least as extreme as the one that was actually observed is calculated,499

assuming an isotropic distribution. The test statistic is obtained from the ensemble of500

22

Obtained using scrambling method 
Cassiday et al. Nucl. Phys. Proc. Suppl. 14A, 291 (1990)

‣Blind	search:	526200	target	direc3ons	between	declina3on	-85°	and	+20°.	
‣Op3mized	ßcut	is	determined	by	minimizing	upper	limit	using	Zech’s	method  
G.	Zech,	NIM	A277,	608-610	(1989)	
‣Data:	
‣Energy	range	1017.3	<	E/eV	<	1018.5	
‣Zenith	angle	range:	0°	-	60°	
‣Angular	resolu3on:	0.7°	
‣Top-hat	coun3ng	with	radius	1°

optimized cut as function of 

expected number of events

galactic coordinates

2
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Results
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Fig. 8.— Integral distribution of p-values. For better visibility � log(p) is shown. The
observed distribution is shown as a thick black line, the mean expected one, assuming back-
ground only, as a thin red line. The blue shaded region corresponds to 95% containment of
simulated data sets.

photons, using hybrid data of the Pierre Auger Observatory, therefore finds no candidate554

point on the pixelized sky that stands out among the large number of trials. It is possible555

that some genuine photon fluxes are responsible for some of the low p-values. If so,556

additional exposure should increase the significance of those excesses. They might also be557

identified in a future search targeting a limited number of astrophysical candidates. The558

present search, however, finds no statistical evidence for any photon flux.559

Directional photon flux upper limits (95% confidence level) are derived using Eqn. (8)560

and shown as a celestial map in Fig. 10. The mean value is 0.035 photons km�2 yr�1,561

with a maximum of 0.14 photons km�2 yr�1. Those values correspond to an energy flux of562

0.06 eV cm�2 s�1 and 0.25 eV cm�2 s�1, respectively, assuming an E

�2 energy spectrum.563

Various sources of systematic uncertainties were investigated and their impact on564

the mean flux upper limit is estimated. The systematics on the photon exposure ranges565

26

Fig. 7.— Sky map of measured events after applying the optimized �cut illustrated in galactic
coordinates.

scrambled datasets (cf. Sec. 5), assuming a Poisson-distributed background. This p-value is501

calculated for a specific target direction as:502

p = Poiss(� n

�
data|n

�
b ) , (6)

where Poiss(� n

�
data|n

�
b ) is the Poisson probability to observe n

�
data or more events given503

a background expectation after �cut of n
�
b . Note that the superscript “�” indicates the504

number of events after applying the optimized �cut. The fraction of simulated datasets505

pchance, in which the observed minimum p-value pmin is larger than or equal to the simulated506

p-value p

scr
min, is given by:507

pchance(p
scr
min  pmin) . (7)

This corresponds to the chance probability of observing pmin anywhere in the sky. The508

results when applying this blind search to the hybrid data of the Pierre Auger Observatory509

will be discussed in Sec. 8.510

23
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No significant deviation 

from isotropic expectation!

Calculate p-value of observation

Chance	probability	that	pmin	is	
observed	anywhere	in	the	sky:	36%
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photons, using hybrid data of the Pierre Auger Observatory, therefore finds no candidate554

point on the pixelized sky that stands out among the large number of trials. It is possible555

that some genuine photon fluxes are responsible for some of the low p-values. If so,556

additional exposure should increase the significance of those excesses. They might also be557

identified in a future search targeting a limited number of astrophysical candidates. The558

present search, however, finds no statistical evidence for any photon flux.559

Directional photon flux upper limits (95% confidence level) are derived using Eqn. (8)560

and shown as a celestial map in Fig. 10. The mean value is 0.035 photons km�2 yr�1,561

with a maximum of 0.14 photons km�2 yr�1. Those values correspond to an energy flux of562

0.06 eV cm�2 s�1 and 0.25 eV cm�2 s�1, respectively, assuming an E

�2 energy spectrum.563

Various sources of systematic uncertainties were investigated and their impact on564

the mean flux upper limit is estimated. The systematics on the photon exposure ranges565
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Fig. 7.— Sky map of measured events after applying the optimized �cut illustrated in galactic
coordinates.

scrambled datasets (cf. Sec. 5), assuming a Poisson-distributed background. This p-value is501

calculated for a specific target direction as:502

p = Poiss(� n
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where Poiss(� n
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data|n
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b ) is the Poisson probability to observe n

�
data or more events given503

a background expectation after �cut of n
�
b . Note that the superscript “�” indicates the504

number of events after applying the optimized �cut. The fraction of simulated datasets505

pchance, in which the observed minimum p-value pmin is larger than or equal to the simulated506

p-value p

scr
min, is given by:507

pchance(p
scr
min  pmin) . (7)

This corresponds to the chance probability of observing pmin anywhere in the sky. The508

results when applying this blind search to the hybrid data of the Pierre Auger Observatory509

will be discussed in Sec. 8.510
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i
illustrated in Galactic

coordinates.

The energy flux in TeV gamma rays exceeds 1 eV cm�2 s�1 for some Galactic sources with581

a di↵erential spectral index of E�2 (Hinton & Hofmann 2009; H.E.S.S. 2011). A source582

with a di↵erential spectral index of E�2 puts out equal energy in each decade, resulting in583

an expected energy flux of 1 eV cm�2 s�1 in the EeV decade. No energy flux that strong584

in EeV photons is observed from any target direction, including directions of TeV sources585

such as Centaurus A or the Galactic center region. This flux would have been detected with586

> 5� significance, even after penalizing for the large number of trials (using Eqn. 6 and587

Eqn. 7). Furthermore, an energy flux of 0.25 eV cm�2 s�1 would yield an excess of at least588

5� for median exposure targets. If we make the conservative assumption that all detected589

photons are at the upper energy bound, a flux of 1.44 eV cm�2 s�1 would be detectable.590

This result for median exposure targets is independent of the assumed photon spectral591

index, and implies that we can exclude a photon flux greater than 1.44 eV cm�2 s�1 with592

5� significance.593

28

Sky map of photon flux upper 

limit from point sources

No significant deviation 

from isotropic expectation!

Calculate p-value of observation Derive flux upper limits

7. Upper limit calculation511

Here we specify the method used to derive a skymap of upper limits to the photon512

flux of point sources. The directional upper limit on the photon flux from a point source513

is the limit on the number of photons from a given direction, divided by the directional514

acceptance (cf. Sec. 5) from the same target at a confidence level of CL = 95%, and by a515

correction term:516

f

UL =
n

Zech
s

ninc · E�
. (8)

Here nZech
s is the upper limit on the number of photons obtained by using the �cut definition517

in Fig. 6, and applying the procedure of Zech (cf. Eqn. (4)) for the observed number of518

events in data n

�
data:519

P ( n

�
data|n

�
b + n

Zech
s ) = ↵CL · P ( n

�
data|n

�
b ) . (9)

The expected signal fraction in the top-hat search region is ninc = 0.9, and E� is the total520

photon exposure. This latter exposure is derived as:521

E�(↵, �) = E(↵, �) · "�� , (10)

where E indicates the exposure before applying the multivariate cut �cut (cf. Eqn. 11), and522

"

�
� is the photon e�ciency when applying a �cut.523

The exposure E(E) is typically defined as a function of energy E, cf. (The Pierre Auger524

Collaboration 2011a; Settimo 2012; The Pierre Auger Collaboration 2010d). In a similar525

way, the photon exposure E as a function of celestial coordinates ↵ and � is defined as:526

E(↵, �) =
Z

E

Z

T

Z

S

"(E, t, ✓,�, x, y) dS dt dE , (11)

where the coordinates ↵ and � are functions of the zenith (✓) and azimuth (�) angles and527

of the time t; " is the overall e�ciency assuming an energy power-law spectral index for528

photons of �2. It includes detection, reconstruction and selection of the events and the529

24

photon exposure 
(from time-dependent 
detector simulations)
correction factor for 
top-hat choice (=0.9)

particle upper limit

galactic coordinates

Chance	probability	that	pmin	is	
observed	anywhere	in	the	sky:	36%

‣ Average	par>cle	flux	upper	limit:	
0.035	photons	km-2	yr-1	
‣ Average	energy	flux	upper	limit:	
0.06	eV	cm-2	s-1	  
(energy	spectral	index	-2)

2
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Interpretation2

Example: Naive extrapolation of recent H.E.S.S. galactic center results

0 0  M O N T H  2 0 1 6  |  V O L  0 0 0  |  N A T U R E  |  1

LETTER
doi:10.1038/nature17147

Acceleration of petaelectronvolt protons in the 
Galactic Centre
HESS Collaboration*

Galactic cosmic rays reach energies of at least a few petaelectronvolts1 
(of the order of 1015 electronvolts). This implies that our Galaxy 
contains petaelectronvolt accelerators (‘PeVatrons’), but all proposed 
models of Galactic cosmic-ray accelerators encounter difficulties 
at exactly these energies2. Dozens of Galactic accelerators capable 
of accelerating particles to energies of tens of teraelectronvolts  
(of the order of 1013 electronvolts) were inferred from recent γ-ray 
observations3. However, none of the currently known accelerators—
not even the handful of shell-type supernova remnants commonly 
believed to supply most Galactic cosmic rays—has shown the 
characteristic tracers of petaelectronvolt particles, namely, power-
law spectra of γ-rays extending without a cut-off or a spectral break 
to tens of teraelectronvolts4. Here we report deep γ-ray observations 
with arcminute angular resolution of the region surrounding the 
Galactic Centre, which show the expected tracer of the presence 
of petaelectronvolt protons within the central 10 parsecs of the 
Galaxy. We propose that the supermassive black hole Sagittarius  
A* is linked to this PeVatron. Sagittarius A* went through active 
phases in the past, as demonstrated by X-ray outbursts5 and an 
outflow from the Galactic Centre6. Although its current rate of 
particle acceleration is not sufficient to provide a substantial 
contribution to Galactic cosmic rays, Sagittarius A* could have 
plausibly been more active over the last 106–107 years, and therefore 
should be considered as a viable alternative to supernova remnants 
as a source of petaelectronvolt Galactic cosmic rays.

The large photon statistics accumulated over the last 10 years of 
observations with the High Energy Stereoscopic System (HESS), 
together with improvements in the methods of data analysis, allow for 
a deep study of the properties of the diffuse very-high-energy (VHE; 

*Lists of participants and their affiliations appear at the end of the paper.

more than 100 GeV) emission of the central molecular zone. This region 
surrounding the Galactic Centre contains predominantly molecular gas 
and extends (in projection) out to radius r ≈  250 pc at positive Galactic 
longitudes and r ≈  150 pc at negative longitudes. The map of the central 
molecular zone as seen in VHE γ -rays (Fig. 1) shows a strong (although 
not linear; see below) correlation between the brightness distribution 
of VHE γ -rays and the locations of massive gas-rich complexes. This 
points towards a hadronic origin of the diffuse emission7, where the  
γ -rays result from the interactions of relativistic protons with the ambi-
ent gas. The other important channel of production of VHE γ -rays is 
the inverse Compton (IC) scattering of electrons. However, the severe 
radiative losses suffered by multi-TeV electrons in the Galactic Centre 
region prevent them from propagating over scales comparable to the 
size of the central molecular zone, thus disfavouring a leptonic origin of 
the γ -rays (see discussion in Methods and Extended Data Figs 1 and 2).

The location and the particle injection rate history of the cosmic-ray 
accelerator(s) responsible for the relativistic protons determine the 
spatial distribution of these cosmic rays which, together with the gas 
distribution, shape the morphology of the central molecular zone 
seen in VHE γ -rays. Figure 2 shows the radial profile of the E ≥  10 TeV 
cosmic-ray energy density wCR up to r ≈  200 pc (for a Galactic Centre 
distance of 8.5 kpc), determined from the γ -ray luminosity and the 
amount of target gas (see Extended Data Tables 1 and 2). This high 
energy density in the central molecular zone is found to be an order of 
magnitude larger than that of the ‘sea’ of cosmic rays that universally 
fills the Galaxy, while the energy density of low energy (GeV) cosmic 
rays in this region has a level comparable to it8. This requires the pres-
ence of one or more accelerators of multi-TeV particles operating in 
the central molecular zone.
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Figure 1 | VHE γ-ray image of the Galactic Centre region.  The colour 
scale indicates counts per 0.02° ×  0.02° pixel. a, The black lines outline 
the regions used to calculate the cosmic-ray energy density throughout 
the central molecular zone. A section of 66° is excluded from the annuli 
(see Methods). White contour lines indicate the density distribution of 

molecular gas, as traced by its CS line emission30. Black star, location of 
Sgr A* . Inset (bottom left), simulation of a point-like source. The part of 
the image shown boxed is magnified in b. b, Zoomed view of the inner  
∼ 70 pc and the contour of the region used to extract the spectrum of the 
diffuse emission.
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Furthermore:  
Auger limit of neutron flux from 

galactic center of 0.014 km-2 yr-1 above 
1 EeV enables additional constraints! 

(Aab et al. ApJ 789 (2014) L34)

Average particle flux upper limit of photon point 
sources in the region of H.E.S.S. extrapolation. A 

paper targeting the galactic center is in preparation. 
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20 CHAPTER 2. SCIENTIFIC ACHIEVEMENTS AND GOALS
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Figure 2.15: Expected sensitivity on the flux of photons and neutrinos. In addition to the conservative
estimates based on the increase of statistics, also the projected photon sensitivity for the ideal case of
being able to reject any hadronic background due to the upgraded surface detector array is shown.

station electronics, as foreseen for the upgrade (see Sec. 4.3), will allow us to improve
the triggering algorithms further.

• At the present time, the photon limits are no longer background free. Improved muon
discrimination will help to reduce the background due to hadronic events in our pho-
ton candidate sample, or to identify photons and neutrinos.

The analyses of the impact of the improved triggering algorithms and composition sensi-
tivity are still underway. Therefore, we show in Fig. 2.15 (dashed lines) the maximum reach
allowed by exposure until 2024. In case of the photon studies a selection efficiency of 50%
(due to the a-priori cut) is assumed. Also, the hypothesis that a perfect background rejection
after the detector is upgraded and that the new triggers are fully exploited is taken. These
lines have to be interpreted as a boundary of what we can do in an optimistic case. The
improvement compared to the simple extension of the current data analysis (solid line) until
2024 is significant. The extension of the energy range for current limits below 10 EeV is due
to the new triggers. The predicted hybrid limits include the exposure gained with the ex-
tended duty cycle. The limits are compared to theoretical predictions (photons: GZK fluxes
proton I [53], proton & iron II [133]; neutrinos: AGN [134], Waxman-Bahcall flux [57, 58],
cosmogenic neutrino fluxes [50, 51, 133]).

By 2024 we expect to lower our photon limits to reach the band of even conservative
predictions for GZK photons – or discover ultra-high energy photons. It is expected that
the limits will improve further, mainly at the low-energy end, due to optimized trigger al-
gorithms. If we were able to reject our current photon candidates due to improved analysis
algorithms these limits could be much stronger.

2.3.4 Methods for determining the muonic shower component

There are different methods of measuring the density of muons as function of the lateral
distance. The most direct method, of using detectors sufficiently shielded to absorb the
electromagnetic shower component by, for example, burying them under a layer of soil, is

Prototype detector

3.8 m2 scintillator
(mainly EM component)

10 m2 water Cherenkov counter
(mainly µ component)

Auger upgrade

Main goals:‣ Origin of the flux suppression ‣ Proton contribution in the flux suppression region‣ Fundamental particle physics

increase sensitivity to mass composition

conservative estimate
ideal estimate (no background)

expect improvement for diffuse 
and directional searches
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Summary

Fig. 10.— Celestial map of photon flux upper limits in
h
photons
km2·yr

i
illustrated in Galactic

coordinates.

The energy flux in TeV gamma rays exceeds 1 eV cm�2 s�1 for some Galactic sources with581

a di↵erential spectral index of E�2 (Hinton & Hofmann 2009; H.E.S.S. 2011). A source582

with a di↵erential spectral index of E�2 puts out equal energy in each decade, resulting in583

an expected energy flux of 1 eV cm�2 s�1 in the EeV decade. No energy flux that strong584

in EeV photons is observed from any target direction, including directions of TeV sources585

such as Centaurus A or the Galactic center region. This flux would have been detected with586

> 5� significance, even after penalizing for the large number of trials (using Eqn. 6 and587

Eqn. 7). Furthermore, an energy flux of 0.25 eV cm�2 s�1 would yield an excess of at least588

5� for median exposure targets. If we make the conservative assumption that all detected589

photons are at the upper energy bound, a flux of 1.44 eV cm�2 s�1 would be detectable.590

This result for median exposure targets is independent of the assumed photon spectral591

index, and implies that we can exclude a photon flux greater than 1.44 eV cm�2 s�1 with592

5� significance.593
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Search for UHE photons with the Pierre Auger Observatory

‣Diffuse	searches:	
‣Top-down	models	are	strongly	disfavored		
‣Upper	limits	start	to	constrain	op3mis3c	GZK-scenarios		

‣Direc>onal	searches:	
‣ First	par3cle	and	energy	flux	upper	limits	of	photon	point	sources	in	the	EeV	range	
‣ Severe	constraints	on	the	con3nua3on	of	measured	TeV	fluxes	

OBSERVATORY

‣Search	for	ultra-high	energy	photons	is	an	
interes>ng	field	with	high	discovery	poten>al	
‣No	photons	in	EeV	range	observed	so	far
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FIGURE 1. Left panel: Distribution of the principal component axis for photon energies > 10 EeV. The blue and red histograms
illustrate photon Monte Carlo simulations with and without pre-showered events. The back histogram is the search data sample
(98% of the total, i.e. 22853 events). The a priori cut value for photon candidate events is shown by a vertical line. (modified
from [23]) Right panel: Integral upper limits of the photon flux of AGASA [31], Yakutsk [32],TA [33], and Auger [20, 22, 23].
Predictions for non-acceleration models are given for SHDM [13], TD [13], and Z-burst [34]. GZK predictions are shown as solid
area, a pure proton and iron [35, 36] and a mixed scenario, see text for details.

As can be seen in Figure 1 (left), four events fulfill the photon candidate criteria using a data period between85

January 1 2004 and May 15 2013. Limits on the integral photon flux can be set by calculating FCL
� (E� > E0) =86

NCL
� /hEi, where NCL

� is the Feldmann-Cousins upper limit of the number of photon events at a confidence level CL87

and hEi the spectrum weighted average exposure derived by application of the same criteria to simulated showers88

(assuming a spectral index / E�2). The final flux upper limits at 95% confidence level are:89

F95%
� (E� > 10, 20, 40 EeV) < (1.9, 1.0, 0.49) ⇥ 10�3 km�2 yr�1 sr�1 . (3)

As shown in Figure 1 (right) these limits are the most stringent above 10 EeV and non-acceleration models are severely90

disfavored by these results. Furthermore, optimistic (proton dominated) GZK scenarios are in reach, especially tak-91

ing the advanced photon/hadron discrimination of the Auger upgrade AugerPrime into account, cf. last section. In92

addition to the expected GZK photon flux prediction of a pure proton and iron composition, derived in [36], a mixed93

composition scenario based on the results in [37] is shown in Figure 1 (right) using CRPropa 3 [38] as cosmic ray94

propagation tool [39]. The optimistic (larger photon flux) scenario refers to the second minimum in the spectral index95

/ maximum rigidity fit in [37] which is more in line with standard models of cosmic ray acceleration. The best fit to96

Auger data, however, indicates to a scenario where the flux is mostly limited by the maximum energy at the sources97

resulting in a hard spectral index (. 1) and a low rigidity dependent cuto↵ (log(Rcut/V) . 19) where only a small98

photon flux at UHE is expected, cf. Figure 1 (right) lower GZK mixed line. As a result of the reduced maximum99

energy at the source, expected photon fluxes in the mixed scenario are lower than in [36] where the maximum energy100

is fixed to Z ⇥ 1021 eV.101

DIRECTIONAL SEARCH FOR PHOTON POINT SOURCES102

The search for photon point sources includes the directional information of each event. The flux of photons from a103

single direction can be detected by an excess of air showers arriving from that direction within the angular resolution104

of the experiment. While charged particles are deflected in galactic and extragalactic magnetic fields, neutral particles105

point back to their production site. The search for neutron point sources with the Pierre Auger Observatory has been106

published in [40, 41] and in the following the directional search for photon point sources is outlined as discussed107

in more detail in [42]. The basic idea is to reduce the background contamination by selecting only events similar to108
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Acceleration of petaelectronvolt protons in the 
Galactic Centre
HESS Collaboration*

Galactic cosmic rays reach energies of at least a few petaelectronvolts1 
(of the order of 1015 electronvolts). This implies that our Galaxy 
contains petaelectronvolt accelerators (‘PeVatrons’), but all proposed 
models of Galactic cosmic-ray accelerators encounter difficulties 
at exactly these energies2. Dozens of Galactic accelerators capable 
of accelerating particles to energies of tens of teraelectronvolts  
(of the order of 1013 electronvolts) were inferred from recent γ-ray 
observations3. However, none of the currently known accelerators—
not even the handful of shell-type supernova remnants commonly 
believed to supply most Galactic cosmic rays—has shown the 
characteristic tracers of petaelectronvolt particles, namely, power-
law spectra of γ-rays extending without a cut-off or a spectral break 
to tens of teraelectronvolts4. Here we report deep γ-ray observations 
with arcminute angular resolution of the region surrounding the 
Galactic Centre, which show the expected tracer of the presence 
of petaelectronvolt protons within the central 10 parsecs of the 
Galaxy. We propose that the supermassive black hole Sagittarius  
A* is linked to this PeVatron. Sagittarius A* went through active 
phases in the past, as demonstrated by X-ray outbursts5 and an 
outflow from the Galactic Centre6. Although its current rate of 
particle acceleration is not sufficient to provide a substantial 
contribution to Galactic cosmic rays, Sagittarius A* could have 
plausibly been more active over the last 106–107 years, and therefore 
should be considered as a viable alternative to supernova remnants 
as a source of petaelectronvolt Galactic cosmic rays.

The large photon statistics accumulated over the last 10 years of 
observations with the High Energy Stereoscopic System (HESS), 
together with improvements in the methods of data analysis, allow for 
a deep study of the properties of the diffuse very-high-energy (VHE; 

*Lists of participants and their affiliations appear at the end of the paper.

more than 100 GeV) emission of the central molecular zone. This region 
surrounding the Galactic Centre contains predominantly molecular gas 
and extends (in projection) out to radius r ≈  250 pc at positive Galactic 
longitudes and r ≈  150 pc at negative longitudes. The map of the central 
molecular zone as seen in VHE γ -rays (Fig. 1) shows a strong (although 
not linear; see below) correlation between the brightness distribution 
of VHE γ -rays and the locations of massive gas-rich complexes. This 
points towards a hadronic origin of the diffuse emission7, where the  
γ -rays result from the interactions of relativistic protons with the ambi-
ent gas. The other important channel of production of VHE γ -rays is 
the inverse Compton (IC) scattering of electrons. However, the severe 
radiative losses suffered by multi-TeV electrons in the Galactic Centre 
region prevent them from propagating over scales comparable to the 
size of the central molecular zone, thus disfavouring a leptonic origin of 
the γ -rays (see discussion in Methods and Extended Data Figs 1 and 2).

The location and the particle injection rate history of the cosmic-ray 
accelerator(s) responsible for the relativistic protons determine the 
spatial distribution of these cosmic rays which, together with the gas 
distribution, shape the morphology of the central molecular zone 
seen in VHE γ -rays. Figure 2 shows the radial profile of the E ≥  10 TeV 
cosmic-ray energy density wCR up to r ≈  200 pc (for a Galactic Centre 
distance of 8.5 kpc), determined from the γ -ray luminosity and the 
amount of target gas (see Extended Data Tables 1 and 2). This high 
energy density in the central molecular zone is found to be an order of 
magnitude larger than that of the ‘sea’ of cosmic rays that universally 
fills the Galaxy, while the energy density of low energy (GeV) cosmic 
rays in this region has a level comparable to it8. This requires the pres-
ence of one or more accelerators of multi-TeV particles operating in 
the central molecular zone.
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Figure 1 | VHE γ-ray image of the Galactic Centre region.  The colour 
scale indicates counts per 0.02° ×  0.02° pixel. a, The black lines outline 
the regions used to calculate the cosmic-ray energy density throughout 
the central molecular zone. A section of 66° is excluded from the annuli 
(see Methods). White contour lines indicate the density distribution of 

molecular gas, as traced by its CS line emission30. Black star, location of 
Sgr A* . Inset (bottom left), simulation of a point-like source. The part of 
the image shown boxed is magnified in b. b, Zoomed view of the inner  
∼ 70 pc and the contour of the region used to extract the spectrum of the 
diffuse emission.

© 2016 Macmillan Publishers Limited. All rights reserved
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Input observables directional search
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Fig. 1.— Distributions of photon (full blue) and proton (striated red) simulations of the in-

troduced observables. The distributions are shown as examples for the energy range between

1017.6 eV and 1018 eV and zenith angle between 0� and 30�.

reconstructed energy less than 40%. Overcast cloud conditions can distort the light profiles

of EAS and influence also the hybrid exposure calculation (Chirinos 2013). To reject

misreconstructed profiles, we select only periods with a detected cloud coverage  80% with

a cut e�ciency of 91%. In addition, only events with a reliable measurement of the vertical

optical depth of aerosols are selected (BenZvi et al. 2007). As already mentioned, at least

4 active stations are required within 2 km of the hybrid-reconstructed axis to prevent an

underestimation of Sb. To enrich our sample with deep showers, we do not require that

Xmax has been observed within the field of view. This cut is usually applied to assure a

19

Observables 
targeted search 

FD + SD

Other observables, containing information on the fraction of electromagnetic and346

muonic components at the ground, are related to measurements of the time structure347

derived from the FADC traces in the SD. The spread of the arrival times of shower particles348

at a fixed distance from the shower axis increases for smaller production heights, i.e., closer349

to the detector station. Consequently, a larger spread is expected in case of deep developing350

primaries (i.e., photons)1. Here we introduce the shape parameter, defined as the ratio of351

the early-arriving to the late-arriving integrated signal as a function of time measured in352

the water-Cherenkov detector with the strongest signal:353

ShapeP(r, ✓) =
Searly(r, ✓)

Slate(r, ✓)
. (2)

The early signal Searly is defined as the integrated signal over time bins less than a scaled354

time t

scaled
i  0.6 µs, beginning from the signal start moment. The scaled time varies for355

di↵erent inclination angles ✓ and distances r to the shower axis and can be expressed as:356

t

scaled
i (r, ✓) = ti ·

r0

r

· 1

c1 + c2 · cos(✓)
, (3)

where ti is the real time of bin i and r0 = 1000 m is a reference distance. c1 = �0.6357

and c2 = 1.9 are scaling parameters to average traces over di↵erent inclination angles.358

Correspondingly, the late signal Slate is the integrated signal over time bins later than359

t

scaled
i > 0.6 µs, until signal end.360

3. Multivariate analysis361

The selected discriminating observables are combined by a multivariate analysis362

technique to enhance and maximize their photon-hadron separation power. In particular,363

1Note that this e↵ect is superimposed (also by geometrical e↵ects) on the relation between
spread and primary composition. The competition between the signals from electromagnetic
and muonic shower components contributes to this e↵ect.

13

2.2. SD observables322

When observed at ground, photon-induced showers have a generally steeper lateral323

distribution than nuclear primaries because of the almost absent muon component. It is324

worth noting that, as a consequence of the trigger definition in the local stations and of the325

station spacing in the array (The Pierre Auger Collaboration 2010c), the surface detector326

alone is not fully e�cient in the energy range used in this work. Thus, as opposed to327

previous work based on SD observables (The Pierre Auger Collaboration 2008), we adopt328

here observables that are defined at the station level and which do not necessarily require an329

independent reconstruction in SD mode. Such observables are related to an estimator (Sb)330

of the lateral distribution of the signal or to the shape of the flash analog digital converter331

(FADC) trace in individual stations.332

The Sb parameter is sensitive to di↵erent lateral distribution functions, due to the333

presence/absence of the flatter muon component (Ros et al. 2011), and has already been334

used in previous studies (Settimo 2011). It is defined as335

Sb =
NX

i=1


Si ·

⇣
ri

1000 m

⌘b
�

, (1)

where the sum extends over all N triggered stations, Si expresses the signal strength of the336

i–th SD station, ri the distance of this station to the shower axis, and b a variable exponent.337

It has been found that, in the energy region of interest, the optimized b for photon–hadron338

separation is b = 3 (Ros et al. 2013).339

As a result of both the smaller signal in the stations, on average, and the steeper lateral340

distribution function, smaller values of Sb are expected for photon primaries. To prevent a341

possible underestimate of Sb (which would mimic the behavior of a photon-like event), due342

to missing stations during the deployment of the array or temporarily ine�cient stations,343

events are selected requiring at least 4 active stations (fully operational, but not necessary344

triggered) within 2 km from the core.345

12
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Auger pp cross section
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Inelastic Proton-Proton Cross-Section

Standard Glauber conversion + propagation of modeling uncertainties
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The 1.5mb do not reflect the total theoretical uncertainty, since there are other

models available for the conversion.
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s

2
i, j = s

2
rec,i +s

2
sim,i, j +s

2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in S

µ

and SEM from the S(1000)�w
µ

fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and R
µ

for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and R
µ

are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE � R

µ

plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit R
µ

is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary
In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.
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