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Quantum Bits
Ideal Features

1. Strongly coupled to other qubits [entanglement]


n classical bits = string with n [0,1] — n entangled qbits = 2n -1 complex nums 


2. Decoupled from the world [quantum coherence]


• Rydberg atoms


• Ions in traps


• … 


• Superconducting circuits
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Quantum Bits

1. Strongly coupled to other qubits [entanglement]


n classical bits = string with n [0,1] — n entangled qbits = 2n -1 complex nums 


2. Decoupled from the world [quantum coherence]


• Trapped Ions


• Photons (lasers)


• … 


• Superconducting circuits
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Ideal Features



Superconducting Circuits

Macroscopic circuits consisting of: 


• capacitor


• inductor


• wires


• Josephson Junction


Simple elements to make a non-linear two-
level system
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https://arxiv.org/pdf/1904.06560.pdf

In a nutshell
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Superconducting Circuits

Superconductor (hundreds of nm of aluminum or niobium) 
deposited over ~cm2 substrate (silicon or sapphire)

Rigetti website

5

Rigetti 8-qubit

In a nutshell
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Superconducting Circuits
Pros/Cons
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• Ideal qubit: 


• strongly coupled to other qubits [entanglement]


Feasible (Sycamore, Aspen-9, Zu Chongzhi…, recently 
IBM presented a processor with > 100 qubits) 


• decoupled from the world [quantum coherence]


Main limit of this technology
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Coherence

  

Qubit coherence times

2020

Cavity+
drives
(Yale)

Transmon
(IBM)

original plot (up to 2012): M.H. Devoret & R.J. Schoelkopf, Science 339, 1169 (2013) 

extension (up to 2015): M. Reagor, PhD thesis (Yale)

Transmon
(Google QS)

• The longer, the better


• Must be much longer (>102 - 104) than 
gate operation time


• Goal: millisecond scale or beyond
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Coherence

  

Qubit coherence times

2020

Cavity+
drives
(Yale)

Transmon
(IBM)

original plot (up to 2012): M.H. Devoret & R.J. Schoelkopf, Science 339, 1169 (2013) 

extension (up to 2015): M. Reagor, PhD thesis (Yale)

Transmon
(Google QS)

Many sources under investigation. 
Among the most important:


• Two Level System noise 


• Unclear microscopic origin


• Related to materials


• Huge international effort 


• Quasiparticles
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Quasiparticles
• Superconductors: electrons bound into Cooper pairs (no dissipation)


• Many mechanisms can break Cooper pairs into quasiparticles (Δ0 ~ 0.1 meV)


• Quasiparticles are dissipative (in contrast to Cooper pairs)


• Sources: any energy dissipation 


• Infrared radiation


• Thermal stress


• …


• Cosmic rays and environmental radioactivity [DEMETRA project]
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Radioactivity vs Qubit
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-

Interaction in the qubit

Indirect interaction in the substrate

• Direct interaction in qubit: unlikely


• Indirect interaction in the substrate


• Different scenario: cm2 of Si or Al2O3


• Radioactivity deposits energy


• Energy produces charges and phonons 
that can hit the qubit

Mechanism
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A bit of Context
When we proposed the DEMETRA project (2018, INFN starting grant), this was just 
a hypothesis. Today we know that:


1. Radioactivity will be (or already is) the ultimate limit the coherence of qubits


[mainly MIT and PNNL]: Vepsäläinen, Nature 2020.


2. Radioactivity limits quantum error correction in a matrix of qubits


[mainly Wisconsin Univ., INFN-Roma, Fermilab, Google]: Wilen, arXiv:2012.06029. 


3. Suppressing radioactivity improves the performance of quantum circuits 


[mainly INFN-Roma and LNGS, KIT]: Cardani, Nature Communications 2021. 
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A bit of Context
When we proposed the DEMETRA project (2018, INFN starting grant), this was just 
a hypothesis. Today we know that:


1. Radioactivity will be (or already is) the ultimate limit the coherence of qubits


     Vepsäläinen et al, Nature 2020.


2. Radioactivity limits quantum error correction in a matrix of qubits


[mainly Wisconsin Univ., INFN-Roma, Fermilab, Google]: Wilen, arXiv:2012.06029. 


3. Suppressing radioactivity improves the performance of quantum circuits 


[mainly INFN-Roma and LNGS, KIT]: Cardani, Nature Communications 2021. 
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Radioactivity vs Coherence

• Faced a qubit to a fast-decaying source
• Observed that the coherence of qubit was 

increasing while the source was decaying
• Concluded: “The effect of ionizing radiation 

[..] would ultimately limit the coherence 
times of superconducting qubits of the type 
measured here to milliseconds. Albeit a 
small effect for today’s qubits, reducing or 
mitigating the impact of ionizing radiation 
will be critical for realizing fault-tolerant 
superconducting quantum computers.”
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Figure 1. Schematic of the experiment. a) Illustration of the sample holder and the 64Cu radiation source. The source is
mounted 3.3 mm above the silicon chip containing the superconducting aluminum transmon qubits. b) False-color micrograph
and circuit schematic of the qubit sample. The sample consists of two transmon qubits, Q1 (blue, left) and Q2 (orange, right).
The resonators used to readout the qubits are shown with red and cyan. The resonators are inductively coupled to a common
microwave transmission line, through which both qubit control and readout pulses are sent. The control pulses and the
measurement pulses are generated using microwave sources and arbitrary waveform generators at room temperature (not
shown, see Extended Data Fig. 1a). c) Diagram of the possible quasiparticle generation processes. Incoming ionizing radiation
(from b±, g , and cosmic rays) interact with the Al qubit and Si substrate, creating electron-hole pairs due to the ionization of
atoms and phonons (see text). The subsequent energy cascade of these particles ultimately breaks Cooper pairs and thereby
generates quasiparticles.

of a quantum computation. However, interactions with the
environment introduce decoherence channels, which for the
case of energy decay, result in a loss of qubit polarization over
time,

p(t) = e�G1t , (1)

where p(t) is the excited-state probability and G1 ⌘ 1/T1 is the
energy relaxation rate corresponding to the relaxation time T1,
which limits the qubit coherence time. For such processes, the
total energy relaxation rate is a combination of all individual
rates affecting the qubit,

G1 = Gqp +Gother, (2)

where Gqp is the energy relaxation rate due to the quasipar-
ticles and Gother contains all other loss channels, such as ra-
diation losses, dielectric losses, and the effect of two-level
fluctuators in the materials25. In the transmon, the quasipar-
ticle energy-relaxation rate Gqp depends on the normalized
quasiparticle density xqp = nqp/ncp and the frequency of the
qubit wq, such that26

Gqp =

r
2wqD
p2} xqp. (3)

The Cooper pair density (ncp) and the superconducting gap
(D) are material-dependent parameters, and for thin-film alu-
minum they are ncp ⇡ 4⇥106 µm�3 and D ⇡ 180µeV. This

relation allows us to use the energy-relaxation time of a trans-
mon as a sensor for quasiparticle density in the superconductor
as well as to estimate the maximum energy-relaxation time of
a transmon given a certain quasiparticle density. The thermal
equilibrium contribution to xqp is vanishingly small at the
effective temperature of the sample, Teff ⇡ 40mK, compared
with the other generation mechanisms we shall consider here.

Currently, there exists no quantitative microscopic model
directly connecting interactions of ionizing radiation (e.g.,
betas, gammas, x-rays, etc.) to quasiparticle populations in
superconductors. However, a phenomonological picture de-
scribing the processes involved in this connection is shown
in Fig. 1c. The energy of ionizing radiation absorbed in the
aluminum metal and silicon substrate is initially converted
into ionization electron-hole pairs. We purposefully distin-
guish these high-energy excitations due to the ionization of
atoms – which occur in both aluminum and silicon – from the
lower-energy quasiparticle excitations resulting from broken
Cooper-pairs in aluminum. Thereafter, a non-equilibirum re-
laxation cascade involving secondary ionization carrier and
phonon production serves to transfer the absorbed radiation
power to and within the aluminum qubit, where it breaks
Cooper pairs and generates quasiparticles27, 28.

To estimate the effect of the radiation intensity measured
in the laboratory, we employ a radiation transport simulation
(see Methods for details) to calculate the total quasiparticle-
generating power density Ptot close to the qubit due to ra-

2/24
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[Vepsäläinen et al, Nature 2020]

depends on Ptot, r is recombination rate, and s is quasiparticle
trapping rate. A steady state solution for the quasiparticle
density is given by xqp = (�s+

p
s2 +4rg)/2r, and if quasi-

particle trapping is neglected (s = 0) then xqp =
p

g/r. In a
separate quasiparticle injection experiment we verified that
this is a valid approximation in our devices, see Supplemen-
tary material for discussion. By substituting the model for xqp
into Eq. (3) and using Eq. (2), the qubit decay rate is given by

G1 = a
p

wqPtot +Gother, (5)

where a is an unknown coefficient accounting for conversion
from absorbed power to quasiparticle generation rate and all
the other constants. The value of a can be experimentally de-
termined by exposing the qubit to a known source of ionizing
radiation.

Results
Radiation exposure experiment
To quantify the effect of ionizing radiation on supercon-
ducting qubits and to measure the coefficient a in Eq. (5),
we inserted a 64Cu radiation source close to a sample con-
taining two transmon qubits, Q1 and Q2, with average
energy-relaxation rates of G(Q1)

1 = 1/40µs�1 and G(Q2)
1 =

1/32µs�1, and transition frequencies w(Q1)
q = 2p ⇥3.48GHz

and w(Q2)
q = 2p ⇥4.6GHz, see Figs. 1a and 1c. 64Cu has

a short half-life of 12.7 h, which permits an observation of
the transition from elevated ionizing radiation exposure to
normal operation conditions within a single cooldown of the
dilution refrigerator. 64Cu was produced by irradiating high-
purity copper foil in the MIT Nuclear Reactor Laboratory (see
Methods for details).

The energy relaxation rate G1 of both qubits was repeatedly
measured for over 400 hours during the radioactive decay of
the 64Cu source (see Fig. 2a and Supplementary materials).
During this interval of time, the energy relaxation rate G(Q1)

1 of
Q1 decreased from 1/5.7 µs�1 to 1/35 µs�1 due to the gradu-
ally decreasing radioactivity of the source, and similarly for
Q2. The half-life was long enough to measure individual G1
values at essentially constant levels of radioactivity, yet short
enough to sample G1 over a wide range of radiation powers,
down to almost the external background level. In addition
to affecting qubit coherence, the resonance frequencies wr of
the readout resonators shifted due to quasiparticle-induced
changes in their kinetic inductance, consistent with the quasi-
particle recombination model of Eq. (4) (see Supplementary
material).

The intensity of the radiation source used in the experiment
was calibrated as a function of time using the gamma-ray
spectroscopy of a reference copper foil that had been irradiated
concurrently. The foils included a small amount of longer-
lived radioactive impurities that began to noticeably alter the
radiated power density expected for 64Cu about 180 hours

Figure 2. 64
Cu radiation exposure experiment. a)

Measured energy relaxation rates G1 = 1/T1 of qubits Q1
(blue) and Q2 (orange) as a function of time when exposed to
the 64Cu source. The inset shows an example of the raw data
used for fitting the energy relaxation rates. Blue points are
the median of 20 measured qubit excited-state populations
p(t) at various times after the excitation pulse. Blue bars
indicate the 95% confidence interval for the median. The
orange line is the exponential fit to the data, given in Eq. (1).
b) Power density of the radiation during the experiment
derived from radiation transport simulations (see text). c)
Energy relaxation rates G1 as a function of radiation power
density. The solid lines show the fit to the model of Eq. (4).
The dashed lines show the fit to model of Eq. (4) with
Gother = 0 and Pint = 0. The vertical red line is the radiation
power density level due to the external radiation Pext.

into the measurements (see Fig. 2b). For both the 64Cu and
the long-lived impurities, the radiation intensities from the
different isotopes were converted to a single ionizing radiation
power density using the radiation transport simulation package
Geant423, 24 (see Methods for details). The contributions of the
different isotopes (dashed lines) and the resulting net power
density (solid line) of the radiation from the source, Psrc, are
shown in Fig. 2b over the measurement time window.

3/16
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A bit of Context
When we proposed the DEMETRA project (2018, starting grant of INFN), this was 
just a hypothesis. Today we have 3 papers stating that:


1. Radioactivity will be (or already is) the ultimate limit the coherence of qubits


Vepsäläinen et al, Nature 2020.


2. Radioactivity limits quantum error correction in a matrix of qubits


Wilen et al, Nature 2021.                 


McEwen et al., Nature Physics 2022.


Suppressing radioactivity improves the performance of quantum circuits 
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Quantum Error Correction
The issue
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-

• Most popular idea for quantum error correction: 
encode quantum information in a matrix of qubits


• Key assumption: errors across the qubits 
belonging to this matrix are uncorrelated in space 
and time


• Events in the substrate can simultaneously affect 
more qubits
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Predicted Effect
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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Quantum Error Correction

1) Energy deposit


• Muons: 0.5 mHz, ~500 keV in substrate


• Laboratory: 8 mHz, ~100 keV in substrate  

2) Creation of e/h pairs (3.8 eV each -> 104)


3) Charges diffuse creating phonons until they trap or 
encounter a surface
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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• Ramsey tomography on 4 qubits to generate 
time series of fluctuating offset charge


• Rate of charge jumps for single qubit: 1.35 
mHz


• Many simultaneous jumps in 2-qubits:


• 54% correlation prob. for ΔL = 340 μm


• 46% correlation prob. for ΔL = 640 μm


• For ΔL = 3 mm random coincidences 

Quantum Error Correction

3

a b c

d

e

FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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• Charges have a small footprint, but phonons can travel 
across the entire substrate


• Q1 used as “trigger” for a charge event


• Q2 and Q4 to monitor the relaxation time 


• Recovery timescale: 130 μs 


• In agreement with dwell time of athermal phonons


• Phonon suppress coherence of all qubits on the chip

Coherence - again
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FIG. 4. Characterization of correlated relaxation er-

rors. (a) Experimental pulse sequence. Qubit 1 (Q1) acts as
a charge trigger, while qubits 2 and 4 (Q2, Q4) act as local
probes of T1. (b) Representative trace of the Ramsey ampli-
tude of Q1 during a burst event; qubit occupation is averaged
over 30 single-shot measurements. (c) Average single-shot oc-
cupation for Q2 (blue, 340 µm from Q1; 142 events) and Q4
(pink, 3 mm from Q1; 121 events) versus time with respect
to a detected charge burst. Black trace is a fit to the data
from Q4, yielding a recovery timescale 130±40 µs. (d) Aver-
age change ��01 in qubit relaxation rate and average change
�xQP in reduced quasiparticle density calculated from the
data in (c).

identify two additional correlated error mechanisms: cor-
related phase-flip errors due to exponentially small (but
nonzero) frequency shifts induced by correlated charge
noise, and correlated bit-flip errors induced by the sudden
charge transient associated with particle impact. Even
for a nominally charge-insensitive qubit such as the trans-
mon with EC/h = 250 MHz and EJ/EC = 50, we find
that the rate of correlated phase-flip errors is significant,
with 0.9% (3.8%) of �-ray (muon) impacts giving rise to

correlated phase-flip errors above the 10�4 level in qubit
pairs separated by 640 µm, and with 7.2% of muon im-
pacts giving rise to correlated phase-flip errors above the
10�6 level in qubit pairs separated by 3 mm. In general,
the exponential sensitivity of the qubit array to corre-
lated errors represents a serious design constraint: for a
given error mechanism with fixed spatial footprint, the
need to protect against correlated errors will dictate how
closely spaced the qubits can be.
A clear understanding of the underlying physics of par-

ticle impact events in the qubit substrate will allow the
development of mitigation strategies to suppress or even
eliminate correlated errors. We discuss several possible
approaches below.
First, one can operate the quantum processor in a

clean environment that provides shielding against cos-
mic ray muons and background �-rays. Such measures
are routinely taken in ultrasensitive searches for rare
events, such as neutrinoless double beta decay24,25 or
dark matter interactions26,27. Underground sites en-
able the reduction of cosmic-ray muon flux to negligi-
ble levels28–30. Similarly, the cryostat can be shielded in
massive lead and copper structures to absorb �-rays. A
few centimeters of lead shielding guarantees a suppres-
sion of the � flux by 1-2 orders of magnitude. Finally,
the materials used to construct the device and its en-
closure can be selected to be radio-pure and processed
through electrochemical treatments that remove surface
contamination31–35.
Second, one could reduce the sensitivity of the qubit

to the burst events. Reduction of the size of the qubit
island and reduction of the gap from the island to ground
will limit the sensitivity of the qubit to electric fields in
the substrate. It is important to note that the near-
continuous groundplane in the geometry studied here
provides excellent electrostatic screening against charge
in the bulk. We anticipate that a multiqubit architecture
that lacks a groundplane will be much more susceptible
to correlated phase-flip errors induced by charge bursts.
In order to combat quasiparticle-induced T1 suppres-

sion, mitigation strategies could be adopted to prevent
the direct di↵usion of quasiparticles, for example involv-
ing superconducting bandgap engineering36 or normal-
metal quasiparticle traps37,38. Finally, steps could be
taken to promote the relaxation of high-energy phonons
below the gap edge and to enhance the rate of removal
of phonons from the qubit substrate39. Modest improve-
ments in the acoustic anchoring of the substrate could ac-
celerate recovery of the chip following particle absorption,
minimizing correlated relaxation errors due to quasipar-
ticles.
We acknowledge stimulating discussions with R.

Barends, I. M. Pop, and J. M. Martinis. We thank
S. Pirro for helpful discussions and for sharing the re-
sults of his measurements of environmental radioactiv-
ity. We thank J. Engle for assistance with the calibra-
tion of the NaI scintillation detector used to character-
ize background radioactivity in the lab in Madison, and
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-

19

Results

1) Energy deposit


• Muons: 0.5 mHz, ~500 keV in substrate


• Laboratory: 8 mHz, ~100 keV in substrate  

2) Creation of e/h pairs —> errors correlated in space and time!


3) Charges diffuse creating phonons —> coherence worsening!

Two important consequences
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A bit of Context
When we proposed the DEMETRA project (2018, starting grant of INFN), this was 
just a hypothesis. Today we have 3 papers stating that:


1. Radioactivity will be (or already is) the ultimate limit the coherence of qubits


2. Radioactivity limits quantum error correction in a matrix of qubits


3. Suppressing radioactivity improves the performance of quantum circuits 


Cardani et al., Nature Communications 2021. 


Gusenkova et al., Appl. Phys. Lett. 2022. 
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DEMETRA
Prototype Resonators

•  Sapphire substrate ~1cm2 x 300μm


•  Three (20 nm thick) GrAl films with 

different active surfaces
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Why a resonator

6

S5. MEASUREMENT OF THE INTERNAL QUALITY FACTOR

We fit the complex reflection coe�cient S11 of the resonators with the procedure detailed in Ref. [5] in order to
extract the internal and coupling quality factors and the resonant frequency. We compute the average number of
drive photons circulating in the resonators as n̄ = 4PcoldQ2

l /(~!2
0Qc), where Pcold is the VNA probe power minus the

nominal attenuation on the line down, Ql and Qc are the loaded and coupling quality factors, and !0 is the resonant
frequency in radians per second. We set the IF bandwidth of the VNA to 10 kHz and we average for 500 times. We
plot the results in Fig. S5.1.
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FIG. S5.1. Measurement of the internal quality factor. Reflection coe�cient of resonator A (left) and C (right),
normalized to the sample holder response and plotted in the complex plane. We show data for both resonators in G (green)
compared to those in K (blue) and in G with the Pb shield removed and ThO2 source added (red). Crosses and solid lines
indicate the raw data and the circle fit from Ref. [5], respectively.

• Rate of QP bursts: tells us how many impacts in the chip


• Quality factor: tell us the intrinsic performance of the superconducting circuit
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Figure 3. Measurement of QP generating events. (a) Typical plot of a continuous monitoring of a resonator’s phase signal at
one frequency point. Multiple time traces are consecutively recorded, covering a total time of about 45 min (for clarity only
partially shown). The measurement reveals discrete jumps of the resonant frequency to a lower value followed by a relaxation
over seconds approximately every 20 s. (b) Plot of the time trace indicated by the arrow in panel (a), where the phase response
is converted into a frequency shift, showing an instantaneous drop followed by a slow relaxation. (c) By recording multiple
events and averaging them (see supplementary), an exponential tail can be seen. The characteristic relaxation time, τss, depends
on the average circulating photons n̄.

be limited by residual QPs. We measure single photon
Qi on the order of 105 (see Fig. 2b), comparable with
other realizations of high kinetic inductance materials
[43, 45, 49, 54], which could be explained by a residual
excess quasiparticle density xqp = 5×10−6, in the range
of previously reported values [2, 19–24].
Figure 2b also shows the Qi dependence on the aver-

age circulating photon number n̄ = 4PinQ2
tot/

(

!ω2
rQc

)

.
For resonator A, Qi shows an increase by a factor of four
between n̄ = 1 and 100, reaching 6×105 before the re-
sonator bifurcates due to its intrinsic non-linearity [55].
Seven times larger in cross section, resonator B shows
a smaller increase in Qi, which is less than a factor of
two for n̄ between 1 and 104. The internal quality fac-
tor of resonator C could not be fitted above n̄ ≈ 1 be-
cause the amplitude data shows an irregular behavior,
changing from the expected dip to a peak (see supple-
mentary). This may be caused, among other reasons, by
impedance imperfections in the measurement setup, or
local flux trapping.
The measured increase of Qi with n̄ can be attributed

to the saturation of dielectric loss [56, 57], or the acti-
vation of QPs [22, 27]. The measurements summarized
in Fig. 2c offer additional insight into the dominant loss
mechanism for resonators A-C. As we will discuss in the
following, they indicate that Qi is QP limited, and conse-
quently suggest a small contribution from dielectric loss
saturation to the Qi power dependence.
Concretely, Fig. 2c shows a comparison of measured

single photon Qi for different GrAl resonator geometries
as a function of their metal-substrate interface partici-
pation ratio pMS, following the methodology in Refs.
[38, 58]. The results for resonators A-C, which are the

main focus of the letter, are shown by triangles and a cir-
cle, and they are about a factor of ten lower than the typi-
cally measured dielectric loss tangent tan(δ) = 2.6×10−3

[38]. This could either be explained by a ten times larger
dielectric loss tangent associated to the GrAl film or by
the presence of an additional loss mechanism, such as
QP dissipation. In order to distinguish between these
two possibilities, we measured single photon Qi for GrAl
samples with increasingly larger pMS. To perform these
control experiments, we employed coplanar waveguide
(CPW) resonator designs, which are convenient to in-
crease the pMS. The blue pentagons in Fig. 2c show
that increasing the pMS by a factor of ten does not de-
grade the quality factor. To observe a decrease in Qi

by a factor of five, we had to increase the pMS by two
orders of magnitude compared to samples A-C, indica-
ting that dielectric loss is not dominant. Surprinsingly,
when the ground plane is fabricated from aluminum, we
observe an increase of Qi by a factor of two for an in-
crease of the pMS by a factor of ten, presumably due
to phonon trapping in the lower gap aluminum ground
plane [59]. This result directly suggests QPs as dominant
dissipation source, which is confirmed by measurements
on aluminum resonators [53], with ten times smaller α
compared to resonators A-C, and similar pMS, showing
approximately a factor of ten increase in Qi (cf. grey
rhombus in Fig. 2c).

A possible source of excess QPs could be impacts of
high energy particles, documented in the KID commu-
nity [60–62]. By continuously monitoring the phase re-
sponse of the resonators, we observe sudden drops of the
resonant frequency, appearing stochastically every ∼ 20 s
(see supplementary), as shown in Fig. 3a, followed by a
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-

Tests in 3 environments:


- KIT (K): “standard” for qubits


- Underground LNGS (G): low radioactivity, “basic” 

readout line 


- Roma (R ) for crosscheck: “standard” radioactivity, 

same “basic” readout line as LNGS
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Measurements
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Radioactivity Suppression

QP bursts (rate of interactions): 


70 mHz (30 mHz from laboratory alone) in KIT/Rome


To 2.5 mHz (1.5 mHz from laboratory alone)


To >100 mHz in LNGS using a radioactive source 


Improve Qint by a factor 2-3


Other improvements possible with a better readout
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-



A (novel prototype) qubit
- Readout line at LNGS upgraded


- Measure a (gradiometric fluxonium) test qubit instead of resonators
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Figure 3. Fluxon dynamics measured deep-underground in LNGS. The LNGS cryostat is located under a 1.4 km granite
overburden (3.6 km water equivalent) and is additionally protected from ionizing radiation with lead shields located both inside
and outside the refrigerator. We measured a chip with three gradiometric devices (labeled A, B and C) to check correlations
between flux tunneling events. Top panels: the left-hand panels in (a) and (b) show the field dependence of device A in
two separate cooldowns demonstrating odd and even state initialization, respectively. The right-hand panels show time traces
measured at B⊥ = 0. Notice the stability of the trapped flux on timescales of days, before exposing the cryostat to a ThO2

radioactive source (red vertical line), which activates fluxon dynamics. The blue vertical line indicates source removal. The
bottom panels show measured switching dynamics between odd and even states for all devices during ThO2 exposure.

below the critical temperature Tc,grAl ≈ 2K of the grAl
film. However, the enclosed flux is now trapped in the
gradiometric loop. In case of perfectly symmetric inner
loops and zero field gradient the phase difference across
the JJ equals π, pinning the atom at the half-flux bias.
Fig. 2 (b) shows the gradiometric fluxonium after initial-
ization at the effective half-flux bias (left panel). Wide
range flux sweeps of the gradiometric device are shown
in S5. The difference in field range covered in Fig. 2 (a)
and Fig. 2 (b) illustrates the suppression of global mag-
netic field sensitivity by roughly a factor of 120 for the
gradiometric fluxonium. According to our effective cir-
cuit model, the remaining field sensitivity could be either
caused by an asymmetry of the outer loop inductances,
or by a small field gradient.

Figure 2 (c) depicts time-domain characterization of
the coherence properties of the gradiometric atom. For
the gradiometric fluxonium initialized at the effective
half-flux bias we find a Ramsey coherence time of T !

2 =
0.59±0.02 µs, which is not limited by the energy relax-
ation time T1 = 10.0±0.3 µs. We measured T1 fluctu-
ations of 10% on a timescale of two hours. Notably,
the non-gradiometric fluxonium located on the same chip
exhibits similar coherence times T1 = 2.5±0.3 µs and
T !
2 = 0.76±0.04 µs, which excludes the gradiometric ge-

ometry as the cause of the much smaller coherence com-
pared to previous fluxonium implementations based on
similar grAl superinductors [24]. Moreover, in both de-
vices we do not observe an improvement in coherence
around the half-flux sweet spot (see S4). While the sen-

sitivity to homogeneous fields is decreased for the gra-
diometric device, this is not the case for local flux noise,
which might even increase due to larger length of the
shunting inductance [40]. A single spin echo pulse im-
proves the coherence by almost an order of magnitude
for the gradiometric fluxonium, up to T2 = 5.3±0.3 µs,
and by factor of 3.5 for the non-gradiometric fluxonium,
up to T2 = 2.6±0.4 µs. Therefore, we conclude that Ram-
sey coherence of all devices on this chip is limited by local
and low-frequency noise of unknown origin.

The time stability of the half-flux initialization is de-
termined by fluxon escape rate, which becomes apparent
by an abrupt change of persistent current under constant
or zero magnetic field bias. To suppress fluxon dynamics
the outer loop of gradiometric devices needs to be im-
plemented using a superconducting wire with low phase
slip rate. The expected phase slip rate in our grAl su-
perinductance can be found by modeling the material as
an effective array of JJs [41]. The calculated phase-slip
rate is ∼ 10−20 Hz (see S5). In strong contrast, in all
four cooldowns in the cryostat located in Karlsruhe (not
shielded from ionizing radiation) we observe an escape
of the trapped flux once in a few hours, similar to the
phase slip rate found in conventional JJ array superin-
ductors [19]. The time evolution of the readout mode in
Fig. 2 (b) shows a detected flux escape event, manifest-
ing as a frequency jump at ≈ 85 minutes after crossing
Tc,grAl. In order to test whether these jumps are caused
by ionizing radiation [42–46] we measure three similar
gradiometric devices in the LNGS deep-underground fa-
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Figure 2. (a) Calibration of the external field using the periodicity of the non-gradiometric fluxonium spectrum. The colorplot
shows the phase of the reflection coefficient arg(S11) of the linear readout mode as a function of the external magnetic field
B⊥. The fundamental transition frequency of the fluxonium f01(Φ̄ext) crosses the readout mode several times, resulting in
repeated avoided crossings with a period B0 = 280 nT corresponding to a flux quantum Φ0 enclosed in the fluxonium loop.
(b) Left panel: gradiometric fluxonium initialized at the effective half-flux bias by cooling down in Binit = B0. Notice the
factor 120 reduced sensitivity of the gradiometric device to B⊥ in comparison to panel (a). Central panel: the time trace of
the phase response measured at B⊥ = 0. The corresponding cut is indicated in left panel by a vertical dashed line. The jump
of the frequency of the readout mode detected at ≈ 85 minutes after crossing Tc,grAl ≈ 2K corresponds to an escape of the
trapped flux. Right panel: gradiometric device after the flux escape. The direction of the avoided crossings demonstrates that
the fundamental fluxonium transition is found above (left) and below (right) the readout mode frequency in applied zero-field
B⊥ = 0. The small avoided crossings visible in the vicinity of B⊥ = 0 in the right panel correspond to two-photon transitions.
(c) Coherence of the gradiometric fluxonium after half-flux initialization: the qubit population inversion as function of time
for energy relaxation (left), Ramsey fringes (center) and Hahn-echo experiment (right). Zero inversion corresponds to the finite
population caused by thermal excitations at the fridge temperature of 20mK and other non-equilibrium processes. The black
lines indicate the numerical fit of the data (markers). Error bars in left panel show the measured standard deviation.

vices are around 1mm apart to reduce electromagnetic
interaction, the diameter of the field coil is more than
one order of magnitude larger, ensuring a homogeneous
field B⊥. For readout, both fluxonium atoms are disper-
sively coupled to dedicated readout modes by sharing a
small fraction of their loop inductance. The capacitor of
these two readout modes is designed in the form of a mi-
crowave antenna and couples them to the electric field of
a 3D copper waveguide sample holder similar to Ref. [24].

For both device geometries we derive effective lumped-
element circuit models (see Fig. 1 panels (b) and (c)).
Since the readout is implemented similarly, the capaci-
tance and inductance of the readout modes are denoted
Cr and Lr, respectively, and Ls is the shared inductance.
The non-gradiometric design has a single loop with a su-
perinductance Lq shunting the JJ (blue crossed-box sym-
bol). The gradiometric design has two shunt inductances
forming three loops: an outer loop with surface area
A = 50×150 µm2, and two inner loops with surface area
A/2. The inductance in each loop branch is denoted Li,
with the index i ∈ {1, 2, 3} indicating the corresponding
branch. The gradiometric atom can be mapped onto the

standard fluxonium circuit diagram shown in Fig. 1 (d)
using an effective flux bias Φ̄ext and an effective shunting
inductance L̄q (see S1).
The superconducting field coil is calibrated by mea-

suring the spectrum of the non-gradiometric device,
designed with the same loop area A, located on the
same substrate. Figure 2 (a) depicts the phase re-
sponse arg(S11) of the readout mode coupled to the non-
gradiometric fluxonium atom as a function of the probe
frequency fd and the external magnetic field B⊥, mea-
sured in close vicinity of the readout frequency fr =
7.445GHz. The fundamental transition frequency of the
fluxonium f01(Φ̄ext) oscillates between values below and
above the readout frequency, resulting in avoided-level-
crossings repeated with periodicity of B0 = 0.28 µT.
The gradiometric fluxonium can be initialized at

the half-flux effective bias by cooling the device down
through the metal-to-superconductor phase transition in
a static magnetic field Binit = B0 corresponding to a sin-
gle flux quantum enclosed in the outer fluxonium loop
(see S3). The magnetic field is ramped down at the base
temperature of the cryogenic refrigerator (20mK), well
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- Large improvement of frequency stability


- Soon measurements with more performing fluxonium and transmon qubits



Summary
• Enhancing coherence: one of the main challenges for qubits


• Evidences that radioactivity:


• Will be the ultimate limit for coherence for some types of qubits


• Is likely the ultimate limit for coherence for other types of qubits


• Severly affects quantum error correction


• Evidences that suppressing radioactivity improves quantum bits


• How far can we go?
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Perspectives

• Work on a new environment for qubit:


• Radio-pure materials for the qubits/holders


• Shields for the “cold” electronics and cryogenic environment


• Shields from laboratory environment


• Deep underground operation


• ….

27

“Low radioactivity” side

• Provide a “friendly” environment that does not require modifications/R&D on the 
qubit itself
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Perspectives (2)

28

Novel chip design

EXCESS2022 L. Cardani

Resonators

• Equip the substrate with “traps” to prevent 
phonons to reach the detector [F. Henriques et 
al. Appl. Phys. Lett. 2019, J. Martinis npj 
Quantum Information 2021, …]


• Decouple chips from each others as much as 
possible [A. Gold et al., npj Quantum 
Information 2021, …] 


• “Sensor” assisted qubits [J. Orrell and B. Loer, 
Phys. Rev. Appl. 2021, activities of P. For Diaz 
at Canfranc, …]



My personal view

29

• Since 2018: a lot of progress, new bridges between communities


• The community of astro-particle physics has knowledge - expertise that 
would significantly advance the comprehension and performance of these 
devices


• Particle physicists are getting excited: quantum sensing to search for dark 
photons, axions, ALPs, but also technological breakthroughs for other 
applications (paramp, …)  

EXCESS2022 L. Cardani

Thank you for the attention!
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