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The ATLAS Experiment

Since 2015 Running:
New beam pipe; 4th pixel layer @ 3.3 cm (IBL) 
Improved Trigger/DAQ system; 100 kHz L1 rate 
…



LHC Schedule & Data Taking Periods

We are here …
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Observed limits Expected limits All limits at 95% CL

=13 TeVs
 [CONF-2016-077]-1t0L 13.2 fb
 [CONF-2016-050]-1t1L 13.2 fb
 [CONF-2016-076]-1t2L 13.3 fb
 [1604.07773]-1MJ   3.2 fb

Run 1 [1506.08616]

Recent ATLAS Result Collage

[CONF-2016-077 …]

[arXiv:1701.07240]

[ATLAS-CONF-2016-090 …][arXiv:1702.01625]
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Run-1 & Run-2 Results
Electroweak Physics 
Jet Physics 
B-Physics 
Top Physics

Higgs Physics 
SUSY Searches 
Exotics 
Heavy Ion Physics
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Run-2 Performance 
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Run-2 Performance 
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Run-2 Performance 

ATLAS Event 
with 25 pileup vertices
[√s = 13 TeV; 2016 Data]

H ➛ ZZ ➛ ee μμ candidate event 



Run-2 Performance 
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Rate and Pileup Mitigation at Trigger Level

3310×] -1s-2Instantaneous luminosity [cm

0 1 2 3 4 5

R
a

te
 [

kH
z]

5

10

15

20

25

L1_EM20VH
L1_2EM10VH
L1_EM22VHI
L1_2EM15VH

ATLAS
-1

L dt = 3.2 fb∫= 13 TeV, s

Figure 24: L1 trigger rates as a function of the instantaneous luminosity for selected single- and multi-object trig-
gers.
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Figure 25: HLT trigger rates for (a) electron and (b) photon triggers as a function of the instantaneous luminosity
for selected single and multi-object triggers.

as a function of the o✏ine reconstructed electron transverse energy and pseudorapidity. The figure also
shows the e�ciency of the L1 trigger L1_EM20VH seeding the lowest unprescaled single electron trigger.
Ine�ciencies observed around pseudorapidities of �1.4 and 1.4 are due to the transition region between
the barrel and end-cap calorimeter.

The photon trigger e�ciency is computed using the bootstrap method as the e�ciency of the HLT trigger
relative to a looser HLT selection. Figure 27 shows the e�ciency of the main single-photon trigger and
the photons of the main diphoton trigger as a function of the o✏ine reconstructed photon transverse
energy and pseudorapidity for data and MC simulation. Very good agreement is observed between data
and simulation.

31

[arXiv:1611.09661]



Rate and Pileup Mitigation at Trigger Level

Nov 28, 2016 Jet Trigger Signature Group

GSC performance plot
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Figure 14: Trigger e�ciencies for the lowest un-prescaled single-jet trigger with (red, closed circles) and without
(blue, open circles) the updated calibration applied to jets in the HLT, for jets with |⌘ | < 2.8. The updated calibration
consists of multiple pieces, which together allow for improved agreement between the scale of trigger and o�ine
jets as a function of both ⌘ and pT and thus the trigger e�ciency rises much more rapidly. The trigger with an
updated calibration was added for commissioning during summer 2016.
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Figure 1: The trigger cross section as measured by using online rate and luminos-
ity is shown as a function of average number of processes per LHC bunch crossing
as measured online, for various missing ET triggers. The Emiss

T is calculated as
the negative of the transverse momentum vector sum of all jets reconstructed by
the anti-kT jet finding algorithm from calorimeter topological clusters. These
jets have pileup subtraction and JES calibration applied (Emiss

T (mht)). The
Emiss

T is calculated as the negative of the transverse momentum vector sum of
all calorimeter cells that aren’t flagged as known bad cells and that pass noise
cuts (Emiss

T (cell)). The Emiss
T is calculated as the negative of the transverse mo-

mentum vector sum of all calorimeter topological clusters corrected for pileup
(Emiss

T (pufit)) . The pileup correction is done by grouping the clusters into
coarser ’towers’ which are then marked as pileup if their ET falls below a pileup
dependent threshold. A simultaneous fit to both classes of towers is performed,
taking into account resolutions, making the assumption that the contribution
of the pileup to Emiss

T is zero. The fitted pileup ET density is used to correct the
above-threshold towers. All triggers have an L1 Emiss

T requirement of 50 GeV,
measured at the electromagnetic scale.

1

Figure 15: Trigger cross section (trigger rates normalised to the instantaneous luminosity) as a function of the
average number of interactions per bunch crossing for several Emiss

T trigger chains. All trigger chains also require
the Emiss

T calculated at L1 to exceed 50 GeV.
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[ATL-DAQ-PUB-2017-001][arXiv:1611.09661]



Pileup Stability

Electron energy response 
stabel to 0.05%

Reconstructed Z mass (mZ➛ee) vs. μ; 
normalized to the 2016 average <mZ➛ee>

[ATL-CO
M

-PHYS-2016-1702]



Pileup Stability

Photon 
Identification 
Efficiency

Ζγ Events 
Tight Photon ID

[ATL-COM-PHYS-2016-1702]
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Pileup  
jet multiplicity

Pileup  
pT dependence

Jet Pileup Mitigation

Pileup affects hard-scatter jets and produces extra jets



Jet Pileup Mitigation
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the event ⇢ then found from the median energy density of these jets. The ⇢ distribution for events with
di�erent numbers of primary vertices, NPV , in 2015, 25 ns MC simulation is shown in Fig. 2.
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Figure 2: Event pT density, ⇢, for an average number of interactions 20  hµi < 21, for four di�erent values of NPV

in 25 ns, 13 TeV MC dijet simulation. ⇢ is calculated from jets with |⌘ | < 2.0.

It is observed that after this correction some dependence of the jet pT on pile-up remains, so an additional
residual correction is applied as a function of NPV and the average number of interactions per bunch
crossing, hµi, such that both residual in-time and out-of-time e�ects can be captured. The pile-up
subtracted pT following area-based correction and residual correction, p

corr
T , is therefore given by:

p

corr
T = p

EM
T � ⇢ ⇥ A � ↵ ⇥ (NPV � 1) � � ⇥ hµi, (1)

where ↵ and � are derived from the residual dependence in the nominal MC sample, parameterized by
⌘, and define the residual correction. The fit providing these constants is shown in Fig. 3 and applied
as a correction in the last step. The successful removal of the residual pile-up e�ects on the jet pT
achieved by this correction is also illustrated in Fig. 3. It should be noted that the out-of-time pile-up
residual e�ects in the forward region are larger in 2015 MC simulations than what was found in 2012 MC
simulations [28]. This is likely caused by a combination of changes in the read-out, noise thresholds and
amount of out-of-time pile-up, and is explored in more detail in Sec. 7.2.

6.2 Jet energy scale and ⌘ corrections

The jet energy scale calibration is derived as a correction that relates the reconstructed jet energy to the
truth jet energy [29]. The jet energy scale factors are derived from isolated jets (see Sec. 3.1) from an
inclusive dijet MC simulation after correcting the jets for the position of hard-scatter vertex and applying
the pile-up corrections. Figure 4(a) shows the average energy response, which is the inverse of the jet
calibration factor. Gaps and transitions between sub detectors of the calorimeter result in a lower energy
response, evident when parameterized in ⌘, as a result of absorbed or undetected particles.

10

jet area based  
correction residual correction

average 
number of  
interactions 
per bunchfrom MC 

[η dependent]

from MC 
[η dependent]



Jet Pileup Mitigation
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Jet Pileup Mitigation
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Figure 10: (a) Schematic representation of the jet vertex fraction JVF principle where f denotes the fraction of track
pT contributed to jet 1 due to the second vertex (PV2). (b) JVF distribution for hard-scatter (blue) and pile-up (red)
jets with 20 < pT < 50 GeV and |⌘| < 2.4 after pile-up subtraction and jet energy scale correction in simulated
Z+jets events.

neutral pile-up contributions may receive JVF = 1, while JVF = 0 may result from a fluctuation in the
fragmentation of a hard-scatter jet such that its charged constituents all fall below the track pT threshold.
JVF also relies on the hard-scatter vertex being well-separated along the beam axis from all of the pile-up
vertices. In some events, a pile-up jet may receive a high value of JVF because its associated primary
vertex is very close to the hard-scatter primary vertex. While this e↵ect is very small for 2012 pile-up
conditions, it will become more important at higher luminosities, as the average distance between inter-
actions decreases as 1/hµi. For these reasons, as well as the lower probability for producing a pile-up
QCD jet at high pT, JVF selections are only applied to jets with pT  50 GeV.

The modelling of JVF is investigated in Z(! µµ)+jets events using the same selection as discussed in
Section 5.1, which yields a nearly pure sample of hard-scatter jets. By comparison to truth-particle jets
in MC simulation, it was found that the level of pile-up jet contamination in this sample is close to 2%
near 20 GeV and almost zero at the higher end of the range near 50 GeV. The JVF distribution for the jet
balanced against the Z boson in these events is well-modelled for hard-scatter jets. However, the total jet
multiplicity in these events is overestimated in simulated events, due to mismodelling of pile-up jets. This
is shown in Figure 11, for several di↵erent choices of the minimum pT cut applied at the fully calibrated
jet energy scale (including jet-area-based pile-up subtraction). The application of a JVF cut significantly
improves the data/MC agreement because the majority of pile-up jets fail the JVF cut: across all pT bins,
data and MC simulation are seen to agree within 1% following the application of a JVF cut. It is also
observed that the application of a JVF cut results in stable values for the mean jet multiplicity as a function
of hµi.
Figure 11 also shows the systematic uncertainty bands, which are only visible for the lowest pT selection
of 20 GeV. These uncertainties are estimated by comparing the JVF distributions for hard-scatter jets
in data and MC simulation. The e�ciency of a nominal JVF cut of X is defined as the fraction of jets,
well balanced against the Z boson, passing the cut, denoted by Enom

MC and Enom
data for MC events and data,

respectively. The systematic uncertainty is derived by finding two JVF cuts with EMC di↵ering from Enom
MC

by ±(Enom
MC � Enom

data ). The JVF uncertainty band is then formed by re-running the analysis with these up
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(JVT) for optimal performance. While the last two approaches were developed using Run 1 data, most
analyses based on Run 1 data were completed before these new algorithms for pile-up suppression were
developed. Their utility is already being demonstrated for use in high-luminosity LHC upgrade studies,
and will be available to all ATLAS analyses at the start of Run 2.

6.2.1 Jet vertex fraction

The jet vertex fraction (JVF) is a variable used in ATLAS to identify the primary vertex from which
the jet originated. A cut on the JVF variable can help to remove jets which are not associated with the
hard-scatter primary vertex. Using tracks reconstructed from the ID information, the JVF variable can be
defined for each jet with respect to each identified primary vertex (PV) in the event, by identifying the PV
associated with each of the charged-particle tracks pointing towards the given jet. Once the hard-scatter
PV is identified, the JVF variable can be used to select jets having a high likelihood of originating from
that vertex. Tracks are assigned to calorimeter jets following the ghost-association procedure [50], which
consists of assigning tracks to jets by adding tracks with infinitesimal pT to the jet clustering process.
Then, the JVF is calculated as the ratio of the scalar sum of the pT of matched tracks that originate from
a given PV to the scalar sum of pT of all matched tracks in the jet, independently of their origin.

JVF is defined for each jet with respect to each PV. For a given jeti, its JVF with respect to the primary
vertex PV j is given by:

JVF(jeti,PV j) =
P

m pT(trackjeti
m ,PV j)

P
n
P

l pT(trackjeti
l ,PVn)

, (8)

where m runs over all tracks originating from PV j
2 matched to jeti, n over all primary vertices in the event

and l over all tracks originating from PVn matched to jeti. Only tracks with pT > 500 MeV are considered
in the JVF calculation. JVF is bounded by 0 and 1, but a value of �1 is assigned to jets with no associated
tracks.

For the purposes of this paper, JVF is defined from now on with respect to the hard-scatter primary
vertex. In the Z+jets events used for these studies of pile-up suppression, this selection of the hard-scatter
primary vertex is found to be correct in at least 98% of events. JVF may then be interpreted as an estimate
of the fraction of pT in the jet that can be associated with the hard-scatter interaction. The principle of
the JVF variable is shown schematically in Figure 10(a). Figure 10(b) shows the JVF distribution in
MC simulation for hard-scatter jets and for pile-up jets with pT > 20 GeV after pile-up subtraction and jet
energy scale correction in a Z(! ee)+jets sample with the hµi distribution shown in Figure 1. Hard-scatter
jets are calorimeter jets that have been matched to truth-particle jets from the hard-scatter with an angular
separation of �R  0.4, whereas pile-up jets are defined as calorimeter jets with an angular separation
to the nearest truth-particle jet of �R > 0.4. The thresholds for truth-particle jets are pT > 10 GeV for
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comparison demonstrates the discriminating power of the JVF variable.

While JVF is highly correlated with the actual fraction of hard-scatter activity in a reconstructed calori-
meter jet, it is important to note that the correspondence is imperfect. For example, a jet with significant

2 Tracks are assigned to vertices by requiring |�z ⇥ sin ✓| < 1 mm. In cases where more than one vertex satisfies this criterion,
ambiguity is resolved by choosing the vertex with the largest summed p2

T of tracks.
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Figure 10: (a) Schematic representation of the jet vertex fraction JVF principle where f denotes the fraction of track
pT contributed to jet 1 due to the second vertex (PV2). (b) JVF distribution for hard-scatter (blue) and pile-up (red)
jets with 20 < pT < 50 GeV and |⌘| < 2.4 after pile-up subtraction and jet energy scale correction in simulated
Z+jets events.

neutral pile-up contributions may receive JVF = 1, while JVF = 0 may result from a fluctuation in the
fragmentation of a hard-scatter jet such that its charged constituents all fall below the track pT threshold.
JVF also relies on the hard-scatter vertex being well-separated along the beam axis from all of the pile-up
vertices. In some events, a pile-up jet may receive a high value of JVF because its associated primary
vertex is very close to the hard-scatter primary vertex. While this e↵ect is very small for 2012 pile-up
conditions, it will become more important at higher luminosities, as the average distance between inter-
actions decreases as 1/hµi. For these reasons, as well as the lower probability for producing a pile-up
QCD jet at high pT, JVF selections are only applied to jets with pT  50 GeV.

The modelling of JVF is investigated in Z(! µµ)+jets events using the same selection as discussed in
Section 5.1, which yields a nearly pure sample of hard-scatter jets. By comparison to truth-particle jets
in MC simulation, it was found that the level of pile-up jet contamination in this sample is close to 2%
near 20 GeV and almost zero at the higher end of the range near 50 GeV. The JVF distribution for the jet
balanced against the Z boson in these events is well-modelled for hard-scatter jets. However, the total jet
multiplicity in these events is overestimated in simulated events, due to mismodelling of pile-up jets. This
is shown in Figure 11, for several di↵erent choices of the minimum pT cut applied at the fully calibrated
jet energy scale (including jet-area-based pile-up subtraction). The application of a JVF cut significantly
improves the data/MC agreement because the majority of pile-up jets fail the JVF cut: across all pT bins,
data and MC simulation are seen to agree within 1% following the application of a JVF cut. It is also
observed that the application of a JVF cut results in stable values for the mean jet multiplicity as a function
of hµi.
Figure 11 also shows the systematic uncertainty bands, which are only visible for the lowest pT selection
of 20 GeV. These uncertainties are estimated by comparing the JVF distributions for hard-scatter jets
in data and MC simulation. The e�ciency of a nominal JVF cut of X is defined as the fraction of jets,
well balanced against the Z boson, passing the cut, denoted by Enom

MC and Enom
data for MC events and data,

respectively. The systematic uncertainty is derived by finding two JVF cuts with EMC di↵ering from Enom
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and down variations in the JVF cut value. Systematic uncertainties vary between 2 and 6% depending on
jet pT and ⌘.

6.2.2 Improved variables for pile-up jet vertex identification

While a JVF selection is very e↵ective in rejecting pile-up jets, it has limitations when used in higher (or
varying) luminosity conditions. As the denominator of JVF increases with the number of reconstructed
primary vertices in the event, the mean JVF for signal jets is shifted to smaller values. This explicit pile-up
dependence of JVF results in an NPV-dependent jet e�ciency when a minimum JVF criterion is imposed
to reject pile-up jets. This pile-up sensitivity is addressed in two di↵erent ways. First, by correcting
JVF for the explicit pile-up dependence in its denominator (corrJVF), and second, by introducing a new
variable defined entirely from hard-scatter observables (RpT).

The quantity corrJVF is a variable similar to JVF, but corrected for the NPV dependence. It is defined
as

corrJVF =

P
m ptrack

T,m (PV0)
P

l ptrack
T,l (PV0) +

P
n�1
P

l ptrack
T,l (PVn)

(k·nPU
track)

. (9)

where
P

m ptrack
T,m (PV0) is the scalar sum of the pT of the tracks that are associated with the jet and originate

from the hard-scatter vertex. The term
P

n�1
P

l ptrack
T,l (PVn) = pPU

T denotes the scalar sum of the pT of the
associated tracks that originate from any of the pile-up interactions.

The corrJVF variable uses a modified track-to-vertex association method that is di↵erent from the one
used for JVF. The new selection aims to improve the e�ciency for b-quark jets and consists of two steps.
In the first step, the vertex reconstruction is used to assign tracks to vertices. If a track is attached to more
than one vertex, priority is given to the vertex with higher

P
(ptrack

T )2. In the second step, if a track is not
associated with any primary vertex after the first step but satisfies |�z| < 3 mm with respect to the hard-
scatter primary vertex, it is assigned to the hard-scatter primary vertex. The second step targets tracks
from decays in flight of hadrons that originate from the hard-scatter but are not likely to be attached to
any vertex. The |�z| < 3 mm criterion was chosen based on the longitudinal impact parameter distribution
of tracks from b-hadron decays, but no strong dependence of the performance on this particular criterion
was observed when the cut value was altered within 1 mm. The new 2-step track-to-vertex association
method results in a significant increase in the hard-scatter jet e�ciency at fixed rate of fake pile-up jets,
with a large performance gain for jets initiated by b-quarks.

To correct for the linear increase of hpPU
T i with the total number of pile-up tracks per event (nPU

track), pPU
T is

divided by (k ·nPU
track), with k = 0.01, in the corrJVF definition. The total number of pile-up tracks per event

is computed from all tracks associated with vertices other than the hard-scatter vertex. The scaling factor
k is approximated by the slope of hpPU

T i with nPU
track, but the resulting discrimination between hard-scatter

and pile-up jets is insensitive to the choice of k.3

Figure 12(a) shows the corrJVF distribution for pile-up and hard-scatter jets in simulated dijet events. A
value corrJVF = �1 is assigned to jets with no associated tracks. Jets with corrJVF = 1 are not included

3 With this particular choice of k, the resulting corrJVF shapes for hard-scatter and pile-up jets are similar to the corresponding
ones for JVF.
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Figure 2: (a) Distribution of corrJVF for pileup and hard-scatter jets with 20 < pT < 30 GeV. (b)
Primary-vertex dependence of the hard-scatter jet e�ciency for 20 < pT < 30 GeV (solid markers) and
30 < pT < 40 GeV (open markers) jets for fixed cuts of corrJVF (blue) and JVF (violet) such that the
inclusive e�ciency is 90%. The cut values imposed on corrJVF and JVF, which depend on the pT bin,
are specified in the legend.

3.2 RpT

The variable RpT is defined as the scalar pT sum of the tracks that are associated with the jet and originate
from the hard-scatter vertex divided by the fully calibrated jet pT, which includes pileup subtraction:

RpT =

P
k ptrkk

T (PV0)

p jet
T

. (3)

RpT is peaked at 0 and steeply falling for pileup jets, where no or only little pT from tracks from
the hard-scatter vertex is expected. For hard-scatter jets, however, RpT has the meaning of a charged pT
fraction and its mean value and spread is larger than for pileup jets. Since RpT involves only tracks that
are associated with the hard-scatter vertex, its definition is at first order independent of NVtx. The RpT
distributions for pileup and hard-scatter jets are shown in Figure 3(a). Figure 3(b) shows the hard-scatter
jet e�ciency as a function of NVtx when imposing a minimal RpT and JVF requirement such that the NVtx
inclusive e�ciency is 90%. For the full range of NVtx considered, the hard-scatter jet e�ciency after a
selection based on RpT is stable at 90% ± 1%.

Figures 4(a) and 4(b) show the 2-dimensional correlation of RpT and corrJVF for hard-scatter and
pileup jets, respectively. Hard-scatter jets are characterized by large corrJVF and large RpT, whereas
pileup jets are concentrated at low RpT and low corrJVF values. Jets with corrJVF = �1 (i.e. no associated
tracks) or RpT > 1.5 are omitted in these plots. Most pileup jets (and about 1% of hard-scatter jets) have
no tracks that originate from the hard-scatter vertex and thus corrJVF = RpT = 0.
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and down variations in the JVF cut value. Systematic uncertainties vary between 2 and 6% depending on
jet pT and ⌘.
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JVF for the explicit pile-up dependence in its denominator (corrJVF), and second, by introducing a new
variable defined entirely from hard-scatter observables (RpT).

The quantity corrJVF is a variable similar to JVF, but corrected for the NPV dependence. It is defined
as

corrJVF =

P
m ptrack

T,m (PV0)
P

l ptrack
T,l (PV0) +

P
n�1
P

l ptrack
T,l (PVn)

(k·nPU
track)

. (9)

where
P

m ptrack
T,m (PV0) is the scalar sum of the pT of the tracks that are associated with the jet and originate

from the hard-scatter vertex. The term
P

n�1
P

l ptrack
T,l (PVn) = pPU

T denotes the scalar sum of the pT of the
associated tracks that originate from any of the pile-up interactions.

The corrJVF variable uses a modified track-to-vertex association method that is di↵erent from the one
used for JVF. The new selection aims to improve the e�ciency for b-quark jets and consists of two steps.
In the first step, the vertex reconstruction is used to assign tracks to vertices. If a track is attached to more
than one vertex, priority is given to the vertex with higher
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T )2. In the second step, if a track is not
associated with any primary vertex after the first step but satisfies |�z| < 3 mm with respect to the hard-
scatter primary vertex, it is assigned to the hard-scatter primary vertex. The second step targets tracks
from decays in flight of hadrons that originate from the hard-scatter but are not likely to be attached to
any vertex. The |�z| < 3 mm criterion was chosen based on the longitudinal impact parameter distribution
of tracks from b-hadron decays, but no strong dependence of the performance on this particular criterion
was observed when the cut value was altered within 1 mm. The new 2-step track-to-vertex association
method results in a significant increase in the hard-scatter jet e�ciency at fixed rate of fake pile-up jets,
with a large performance gain for jets initiated by b-quarks.

To correct for the linear increase of hpPU
T i with the total number of pile-up tracks per event (nPU

track), pPU
T is

divided by (k ·nPU
track), with k = 0.01, in the corrJVF definition. The total number of pile-up tracks per event

is computed from all tracks associated with vertices other than the hard-scatter vertex. The scaling factor
k is approximated by the slope of hpPU

T i with nPU
track, but the resulting discrimination between hard-scatter

and pile-up jets is insensitive to the choice of k.3

Figure 12(a) shows the corrJVF distribution for pile-up and hard-scatter jets in simulated dijet events. A
value corrJVF = �1 is assigned to jets with no associated tracks. Jets with corrJVF = 1 are not included

3 With this particular choice of k, the resulting corrJVF shapes for hard-scatter and pile-up jets are similar to the corresponding
ones for JVF.
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Figure 2: (a) Distribution of corrJVF for pileup and hard-scatter jets with 20 < pT < 30 GeV. (b)
Primary-vertex dependence of the hard-scatter jet e�ciency for 20 < pT < 30 GeV (solid markers) and
30 < pT < 40 GeV (open markers) jets for fixed cuts of corrJVF (blue) and JVF (violet) such that the
inclusive e�ciency is 90%. The cut values imposed on corrJVF and JVF, which depend on the pT bin,
are specified in the legend.

3.2 RpT

The variable RpT is defined as the scalar pT sum of the tracks that are associated with the jet and originate
from the hard-scatter vertex divided by the fully calibrated jet pT, which includes pileup subtraction:

RpT =
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T (PV0)
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T

. (3)

RpT is peaked at 0 and steeply falling for pileup jets, where no or only little pT from tracks from
the hard-scatter vertex is expected. For hard-scatter jets, however, RpT has the meaning of a charged pT
fraction and its mean value and spread is larger than for pileup jets. Since RpT involves only tracks that
are associated with the hard-scatter vertex, its definition is at first order independent of NVtx. The RpT
distributions for pileup and hard-scatter jets are shown in Figure 3(a). Figure 3(b) shows the hard-scatter
jet e�ciency as a function of NVtx when imposing a minimal RpT and JVF requirement such that the NVtx
inclusive e�ciency is 90%. For the full range of NVtx considered, the hard-scatter jet e�ciency after a
selection based on RpT is stable at 90% ± 1%.

Figures 4(a) and 4(b) show the 2-dimensional correlation of RpT and corrJVF for hard-scatter and
pileup jets, respectively. Hard-scatter jets are characterized by large corrJVF and large RpT, whereas
pileup jets are concentrated at low RpT and low corrJVF values. Jets with corrJVF = �1 (i.e. no associated
tracks) or RpT > 1.5 are omitted in these plots. Most pileup jets (and about 1% of hard-scatter jets) have
no tracks that originate from the hard-scatter vertex and thus corrJVF = RpT = 0.
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Figure 5: m4` distribution of the selected candidates, compared to the SM expectation between 140 and 840 GeV.
The expected distributions of the ZZ⇤ background (red), the reducible background (purple) and tt̄V plus VVV
(yellow histogram) are superimposed.

Table 9: The number of events expected and observed for a mH=125 GeV hypothesis for the four-lepton final states.
The second column gives the expected signal without any cut on m4`. The other columns give for the 118–129 GeV
mass range the number of expected signal events, the number of expected ZZ⇤ and other background events, and
the signal-to-background ratio (S/B), together with the number of observed events, for 14.8 fb�1 at

p
s = 13 TeV.

Full uncertainties are provided.

Final State Signal Signal ZZ⇤ Z + jets, tt̄ S/B Expected Observed
full mass range ttV ,VVV , WZ

4µ 8.8 ± 0.6 8.2 ± 0.6 3.11 ± 0.30 0.31 ± 0.04 2.4 11.6 ± 0.7 16
2e2µ 6.1 ± 0.4 5.5 ± 0.4 2.19 ± 0.21 0.30 ± 0.04 2.2 8.0 ± 0.4 12
2µ2e 4.8 ± 0.4 4.4 ± 0.4 1.39 ± 0.16 0.47 ± 0.05 2.3 6.2 ± 0.4 10

4e 4.8 ± 0.5 4.2 ± 0.4 1.46 ± 0.18 0.46 ± 0.05 2.2 6.1 ± 0.4 6

Total 24.5 ± 1.8 22.3 ± 1.6 8.2 ± 0.8 1.54 ± 0.18 2.3 32.0 ± 1.8 44

7.2 Fiducial cross sections

The measured cross section �fid in the fiducial phase space, defined in Table 2, for each final state and
the corresponding SM expectation �fid,SM are reported in Table 11 The di↵erences in the expected SM
fiducial cross section values �fid,SM for the di↵erent channels are due to the di↵erence in the fiducial phase
space for each final state. Two examples of the test statistics (�2� ln L) as a function of the fiducial and
total four-lepton cross sections are shown in Figure 6.

The total fiducial cross section is obtained both as the sum of the four final states �4`
fid,sum and by com-

bining the four final state �4`
fid,comb. The former is more model independent since no assumption on the

relative Higgs boson branching ratios in the for final states is made, but has a reduced statistical sensitivity
compared to the combination. The measured total fiducial cross sections are:

�4`
fid,sum = 4.48+1.01

�0.89 fb

�4`
fid,comb = 4.54+1.02

�0.90 fb
(5)
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[SM prediction:                       ]3.07 fb+0.21
�0.25

Combine with 
H ➛ γγ results … 
to obtain total cross section … 

[1.6 σ high]

2015 + 2016
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Figure 1: A schematic view of the exclusive event categories detailed in the text.

BDT is based on the 4` system pseudo-rapidity, transverse momentum and on the logarithm of ratio of
the signal and background matrix elements (the KD discriminant) computed with the lepton kinematics
(as detailed in Ref. [11]).

For the 1-jet category a BDT trained to disentangle the ggF production mode from the VBF mode is used.
The variables used in this BDT are: the transverse momentum (pT, j) and the pseudorapidity (⌘ j) of the
jet and the angular separation between the four-lepton system and the jet (�R4` j).

Similarly, for the 2-jet categories two BDTs trained to disentangle the ggF production mode from the
VH-hadronic and from the VBF mode are used in the low-mass and high-mass category, respectively.
The BDT used in the high-mass category is based on the following variables: the jet transverse momenta
(pT, j1and pT, j2), the dijet invariant mass (m j j), the pseudorapidity separation (�⌘ j j) of the two leading jets,
the transverse momentum of the di-jet plus four-lepton system (pT,4` j j), the minimum angular separation
between the leading dilepton pair and the two leading jets (min(�RZ j)) and the di↵erence in pseudorapid-
ity between the four-lepton system and the average pseudorapidity of the two leading jets (�⌘4` j j). For
the low-mass category the same variables are used with the exception of the pT,4` j j(this variable brings
little improvement in the low-mass category).

This experimental categorisation also provides sensitivity to possible BSM interactions. In particular,
BSM interactions between the Higgs boson and the SM vector bosons W and Z would have a large im-

9

[ATLAS-CONF-2016-079]
H ➛ ZZ* ➛ 4 lept.
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Total pp ➛ H + X cross section @ √s = 7,8,13 TeV 
[ATLAS-CO

NF-2016-081]
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Combination  
of three analyses:  
	 ttH, H ➛ bb 
	 ttH, multi-lepton final states 
	 ttH, H ➛ γγ, event categorization

ttH:
σ(18 TeV)	 = 0.13 pb
σ(13 TeV)	 = 10.5 pb × 4

Run 1; L ≈ 25 fb−1 

Combined significance: 
	 4.4σ observed  
	 2.0σ expected

[JHEP 08 (2016) 045]
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Event selected in ttH multilepton analysis

multi-lepton  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Figure 4: Pre-fit background and signal predictions and observed data yields for each signal region. The tt̄H
prediction corresponds to the SM expectation (µt t̄H = 1). Charge misreconstruction backgrounds are indicated as
“QMisReco.”

CLs value [57]. Production of tt̄H is assumed to be SM-like in kinematic distributions. Single top-Higgs
boson associated production is fixed to the SM rate.

The best-fit value of µt t̄H , combining all channels, is 2.5 ± 0.7 (stat) +1.1
�0.9 (syst). The best-fit value of and

95% CL upper limit on µt t̄H for each individual channel and the combination of all channels are shown
in Figures 5 and 6 and Table 8. For the 4` channel, the observation of zero events makes it di�cult to
quote a best-fit result with meaningful uncertainties, and a 68% confidence level CLs upper limit is shown
instead. In the presence of the SM tt̄H signal, the fit is expected to return µt t̄H = 1.0 +0.7

�0.6 (stat) +0.9
�0.8 (syst).

The p-value associated with the no-tt̄H hypothesis is 0.015 (2.2�), and the p-value associated with the
SM expectation µt t̄H = 1 is 0.09 (1.3�).

Figures 7, 8, and 9 show the lepton flavor composition, jet, and b-tagged jet multiplicity of the events in
the 2`0⌧had, 2`1⌧had, and 3` signal regions.
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boson associated production is fixed to the SM rate.

The best-fit value of µt t̄H , combining all channels, is 2.5 ± 0.7 (stat) +1.1
�0.9 (syst). The best-fit value of and

95% CL upper limit on µt t̄H for each individual channel and the combination of all channels are shown
in Figures 5 and 6 and Table 8. For the 4` channel, the observation of zero events makes it di�cult to
quote a best-fit result with meaningful uncertainties, and a 68% confidence level CLs upper limit is shown
instead. In the presence of the SM tt̄H signal, the fit is expected to return µt t̄H = 1.0 +0.7

�0.6 (stat) +0.9
�0.8 (syst).

The p-value associated with the no-tt̄H hypothesis is 0.015 (2.2�), and the p-value associated with the
SM expectation µt t̄H = 1 is 0.09 (1.3�).

Figures 7, 8, and 9 show the lepton flavor composition, jet, and b-tagged jet multiplicity of the events in
the 2`0⌧had, 2`1⌧had, and 3` signal regions.
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Multi-lepton analysis 
ttH

Mainly targets:  
	 H ➛ WW* 
	 H ➛ ττ 

Strategy: 
Target final states that 
cannot be produced 
in tt decays …  

i.e.:	 3 or more leptons 
	 	 2 same-sign leptons 

Fit to data yields: μttH = 2.5 +1.3
−1.1

[ATLAS-CONF-2016-058]

2015 + 2016
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the excluded value. The background is also shown after the fit to data assuming zero signal contribution.
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Figure 13: Summary of the signal strength measurements in the individual channels and for the combination.
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H ➛ bb decay
ttH

[ATLAS-CONF-2016-080]

Complex final states: 
	 1l + 6jets (4 b-jets)  

	 2l + 4jets (4 b-jets)

Strategy: 
Use multiple selection regions  
to constrain background … 
[Categorization by number of jets/b-jets] 
[Challenge: estimation of tt+heavy flavor]

Two-stage MVA …

Fit to data yields: μttH = 2.1 +1.0
−0.9 (S/B)
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Figure 1: Summary of the observed µt t̄H signal strength measurements from the individual analyses and for their
combination, assuming mH = 125 GeV. The total (tot.), statistical (stat.), and systematic (syst.) uncertainties on
µt t̄H are shown. The SM µt t̄H = 1 (0) expectation is shown as the black (grey) vertical line. The observed µt t̄H
signal strength measurement obtained from the Run-1 combination is also shown for comparison (bottom).

The values of the expected and observed fitted signal strengths are also summarised in Table 4.

Channel Observed µt t̄H Expected µt t̄H

tt̄H , H ! �� -0.3 +1.2
�1.0 (tot.) [ +1.2

�1.0 (stat.) ] 1.0 +1.4
�1.1 (tot.) [ +1.4

�1.1 (stat.) ]

tt̄H , H ! (WW, ⌧⌧, Z Z ) 2.5 +1.3
�1.1 (tot.) [ +0.7

�0.7 (stat.) ] 1.0 +1.2
�1.0 (tot.) [ +0.7

�0.6 (stat.) ]

tt̄H , H ! bb̄ 2.1 +1.0
�0.9 (tot.) [ +0.5

�0.5 (stat.) ] 1.0 +0.8
�0.8 (tot.) [ +0.4

�0.4 (stat.) ]

tt̄H combination 1.8 +0.7
�0.7 (tot.) [ +0.4

�0.4 (stat.) ] 1.0 +0.6
�0.5 (tot.) [ +0.3

�0.3 (stat.) ]

Table 4: Observed and expected fitted signal strengths in the individual analyses and their combination.

The compatibility of the signal strengths in the individual analyses with the combination is 7%.

The full likelihood profile for the individual channels and for their combination is reported in Figure 2.

The impact of the systematic uncertainties on µt t̄H of the systematic uncertainties after the fit to data is
displayed in Table 5. The uncertainties are shown grouped in categories and sorted according to their
e�ect on the signal strength. The largest systematic uncertainty contribution is related to the tt̄+ � 1b
modelling uncertainties a�ecting the H ! bb̄ analysis.

Table 6 shows the expected and observed significances relative to the background-only hypothesis in units
of standard deviation. The observed (expected) significance is equal to 2.8 (1.8) standard deviations, with

7
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ttH
[ATLAS-CONF-2016-068]

Combination of 
13 TeV results 

2015 + 2016

Run 1
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Dijet searches 
at high energy

Searches for New Physics q

q

–

q

q–

2 ➛ 2 processes  
well described by QCD …

i.e.  
any deviation from SM 
implies new physics … 

e.g. 
quantum black holes 
excited quarks 
heavy SM-like W’ 
excited W* bosons 
leptophobic Z’ 
contact interactions 
…

> 8.7 TeV 
> 5.6 TeV 
> 2.9 TeV 
> 3.3 TeV 
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Figure 1. The processes considered in this work in terms of visible sector quarks (q, q), DSPs (�, �)
and the on-shell (o↵-shell) mediator particle R (R⇤). The various process are: (a) DM annihilation
which sets the relic abundance, (b) DM scattering in direct detection experiments, (c) monojet
signatures, in this case due to initial state radiation of a gluon, (d) LHC Dijet resonance signatures
purely through mediator-quark couplings and (e) dijet associated production.

in order to avoid overstating the strength of direct detection limits. This approach

leads to a compelling interplay between the di↵erent DM detection techniques and

will lead us to conclude that the LHC monojets, LHC dijets and direct detection

strategies each has a unique foothold in the search for DSPs.

In figure 1 we sketch the setup for a dark sector theory involving a DSP � and a

mediator between the visible sector and the dark sector R, together with the detection

processes considered in this work. We denote the couplings between the mediator and

the visible sector quarks (the DSP) with gq (g�). For the purposes of exploring the broad

phenomenology of this dark sector and the general interplay between the di↵erent probes let

us combine the two couplings into an e↵ective DSP-SM coupling g =
p

gq g� and consider

the e↵ect of varying the coupling g. The local density of DSPs in the Milky Way ⇢ is

proportional to the DSP relic abundance from thermal freeze-out ⌦
DSP

, which scales as

the inverse of the annihilation cross section, i.e. ⇢ / ⌦
DSP

/ g�4. Any cross section

involving interactions between the visible sector and the DSP, such as collider production

and direct detection, will scale as � / g4 [1, 28–31] (assuming an o↵-shell mediator). Thus,

broadly speaking, the rate of events in di↵erent DM probes have very di↵erent scaling with

couplings if a standard thermal history is assumed. They are:

• Collider searches for missing energy: Rate / � / g4 .

• Direct detection: Rate / (� ⇥ ⇢) / g0 .

• Indirect detection: Rate / (� ⇥ ⇢2) / g�4 .

Furthermore, resonance searches at colliders typically depend on the production cross sec-

tion for the resonance, �R, multiplied with the branching ratio into the final state under

consideration. If the (on-shell) mediator has a large branching into light quarks we hence

obtain the final important signature

• Collider searches for dijet resonances: Rate / �R / g2q .

This simple consideration demonstrates that, assuming a standard thermal history and con-

sidering the specific phenomenology of the mediator, these four di↵erent detection strate-

gies are parametrically complementary. In essence, large couplings imply large collider

– 3 –

1
1 1 1 1

�

� q

q

g
l

l

� �

�

�

q qq

q

Z

q

q

q

q

q

q
(a) (b) (c) (d) (e)

q

q

RR⇤ R(⇤)

g� gq

R

R⇤

g�

g�

gq

gq gqgq

gq gq

Figure 1. The processes considered in this work in terms of visible sector quarks (q, q), DSPs (�, �)
and the on-shell (o↵-shell) mediator particle R (R⇤). The various process are: (a) DM annihilation
which sets the relic abundance, (b) DM scattering in direct detection experiments, (c) monojet
signatures, in this case due to initial state radiation of a gluon, (d) LHC Dijet resonance signatures
purely through mediator-quark couplings and (e) dijet associated production.

in order to avoid overstating the strength of direct detection limits. This approach

leads to a compelling interplay between the di↵erent DM detection techniques and

will lead us to conclude that the LHC monojets, LHC dijets and direct detection

strategies each has a unique foothold in the search for DSPs.

In figure 1 we sketch the setup for a dark sector theory involving a DSP � and a

mediator between the visible sector and the dark sector R, together with the detection

processes considered in this work. We denote the couplings between the mediator and

the visible sector quarks (the DSP) with gq (g�). For the purposes of exploring the broad

phenomenology of this dark sector and the general interplay between the di↵erent probes let

us combine the two couplings into an e↵ective DSP-SM coupling g =
p

gq g� and consider

the e↵ect of varying the coupling g. The local density of DSPs in the Milky Way ⇢ is

proportional to the DSP relic abundance from thermal freeze-out ⌦
DSP

, which scales as

the inverse of the annihilation cross section, i.e. ⇢ / ⌦
DSP

/ g�4. Any cross section

involving interactions between the visible sector and the DSP, such as collider production

and direct detection, will scale as � / g4 [1, 28–31] (assuming an o↵-shell mediator). Thus,
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FIG. 1. Leading experimental limits in the coupling gB versus mass MZ′

B
plane for Z ′

B resonances. Values of gB

above each line are excluded at the 95% C.L.

note that an update of the “scouted data” anal-

ysis [23] with more luminosity by CMS (and AT-

LAS) would also push sensitivity to lower cou-

plings in the several hundred GeV mass range.

The plot is not extended above gB = 2.5,

because the U(1)B coupling constant is already

large, αB = g2B/(4π) ≈ 0.5, so that it is diffi-

cult to avoid a Landau pole. For that large cou-

pling, the current mass reach is around 2.8 TeV.

The 14 TeV LHC will extend significantly the

mass reach, and can probe smaller couplings once

enough data is analyzed. Note that couplings of

gB ≈ 0.1 can be viewed as typical (the analogous

coupling of the photon is approximately 0.3), and

even gB as small as 0.01 would not be very sur-

prising.

We also present the coupling–mass mapping

for colorons in Figure 2. For clarity, we only

show the envelope of the strongest tan θ upper

limits from all available analyses at each coloron

mass. This mapping is performed again using

leading order production. The NLO corrections

to coloron production have been computed re-

cently [48], and can vary between roughly −30%

and +20%. We do not take the NLO corrections

into account as we do not have an event gen-

erator that includes them; furthermore, there is

some model dependence in the NLO corrections

[arXiv:1306.2629]
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Figure 6: The reconstructed dijet mass distribution (filled points) for events with pT > 185 (85) GeV for the
leading (subleading) jets and with (a) |y⇤ | < 0.6 and (b) |y⇤ | < 0.3. The solid line depicts the fit to Equation (1),
as discussed in the text. The vertical lines indicate the most discrepant interval identified by the BumpHunter
algorithm, for which the p-value is stated in the figure. The lower panels show the bin-by-bin significances of the
data–fit di↵erences, considering only statistical uncertainties.

0.6). The probability of observing a background fluctuation at least as significant as that observed in
data, anywhere in the distribution, is 0.44 for the mass distribution with |y⇤ | < 0.6 and 0.19 for the
mass distribution with |y⇤ | < 0.3, taking only statistical uncertainties into account, corresponding to 0.15
and 0.88 �, respectively. Thus, there is no evidence for an anomalous localized contribution in either
selection.

7 Limit setting

Limits are set on the cross-section, �, times acceptance, A, times branching ratio, BR of a leptophobic
Z’ simplified model [39]. The model’s matrix elements are calculated in MadGraph 5 [40] and parton
showering is performed in Pythia 8. Consistently with the model studied in [15], the Z 0 model assumes
axial-vector couplings to SM quarks and to a Dirac fermion dark matter candidate. No interference with
the SM is simulated for this model. The Z 0 model considered follows a scenario [41] where its decays to
dark matter particles are negligible, hence the dijet production rate and resonance width depend only on
the coupling to quarks, gq , and the mass of the resonance mZ 0. The acceptance A for a mass of 550 GeV
is 20% for the Z 0 model with gq = 0.15 for the analysis selection with |y⇤ | < 0.3, and 40% for a signal of
mass equal to 650 GeV for the analysis selection with |y⇤ | < 0.6.

Starting from the m j j distribution obtained with the resonance selection, a Bayesian method [9] is applied
to the data and simulation of signals at a series of discrete masses to set 95% credibility-level upper
limits on the cross-section times acceptance for the signals described above. The method uses a constant

9
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  9

Measurement strategy

● Event representation

– Main signature : final state lepton (electron or muon) : 

– Recoil : sum of “everything else” reconstructed in the calorimeters; a measure of pT
W,Z

– Derived quantities : 

+ useful projections (see later). No explicit jet reconstruction!

p⃗T

l

p⃗T

l

Standard Model Measurements – W Mass
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W mass measurement …

Strategy:
Select W-events with W decaying leptonically …  
Signature: electron or muon; ET,miss, pT,miss 
Recoil energy uT measures pT of W boson

Fit sensitive quantities … 
transverse lepton momentum 
missing transverse momentum 
transverse mass

~p`
T , ~pmiss

T = �
⇣
~p`
T + ~uT

⌘
, mT =

q
2p`T p

miss
T (1� cos��)

Signal distributions constructed from Monte Carlo reweighting mW …  
W mass determination by χ2-minimization … 

pT,l 	 > 30 GeV 
pT,miss	> 30 GeV 
uT	 < 30 GeV 
mT	 > 60 GeV
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Figure 24: The (a,b) p`T, (c,d) mT, and (e,f) pmiss
T distributions for (a,c,e) W+ events and (b,d,f) W� events in the

electron decay channel. The data are compared to the simulation including signal and background contributions.
Detector calibration and physics-modelling corrections are applied to the simulated events. For all simulated distri-
butions, mW is set according to the overall measurement result. The lower panels show the data-to-prediction ratios,
the error bars show the statistical uncertainty, and the band shows the systematic uncertainty of the prediction.
The �2 values displayed in each figure account for all sources of uncertainty and include the e↵ects of bin-to-bin
correlations induced by the systematic uncertainties.

53

Standard Model Measurements – W Mass

52

[arXiv:1701.07240]



 [MeV]Zm
91120 91140 91160 91180 91200 91220 91240

−e+ e→, Z
T
lp

−µ+µ →, Z
T
lp

−l+ l→, Z
T
lp

−e+ e→, ZTm

−µ+µ →, ZTm

−l+ l→, ZTm

 (Fit)Zm
Stat. Uncertainty
Full Uncertainty

 (LEP Comb.)Zm
+ Full Uncertainty

ATLAS
-1 = 7 TeV, 4.1-4.6 fbs

Figure 16: Summary of the mZ determinations from the p`T and mT distributions in the muon and electron decay
channels. The LEP combined value of mZ , which is used as input for the detector calibration, is also indicated.
The horizontal and vertical bands show the uncertainties of the mZ determinations and of the LEP combined value,
respectively.

The value of mZ measured from positively charged leptons is correlated with the corresponding extraction
from the negatively charged leptons. The p`T distributions for positively and negatively charged leptons
are statistically independent, but the mT distributions share the same reconstructed recoil event by event,
and are statistically correlated. In both cases, the decay of the Z-boson induces a kinematical correlation
between the distributions of positively and negatively charged leptons. The correlation is estimated by
constructing two-dimensional `+ and `� distributions, separately for p`T and mT, fluctuating the bin con-
tents of these distributions within their uncertainties, and repeating the fits for each pseudodata sample.
The correlation values are �7% for the p`T distributions, and �12% for the mT distributions.

Accounting for the experimental uncertainties as described above, the combined extraction of mZ from
the p`T distribution yields a result compatible with the reference value within 0.9 standard deviations.
The di↵erence between the mZ extractions from positively and negatively charged lepton distributions
is compatible with zero within 1.4 standard deviations. For the extraction from the mT distribution, the
compatibility with the reference value of mZ is at the level of 1.5 standard deviations. Fits using the lepton
pair invariant mass distribution agree with the reference, yielding �mZ = 1 ± 3 MeV in the muon channel
and �mZ = 3 ± 5 MeV in the electron channel, as expected from the calibration procedure. In summary,
the consistency tests based on the Z-boson sample agree with the expectations within the experimental
uncertainties.

10 Backgrounds in the W-boson sample

The W-boson event sample, selected as described in Section 5.2, includes events from various background
processes. Background contributions from Z-boson, W ! ⌧⌫, boson pair, and top-quark production
are estimated using simulation. Contributions from multijet production are estimated with data-driven
techniques.
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Figure 26: Overview of the mW determinations from the p`T and mT distributions, and for the combination of the p`T
and mT distributions, in the muon and electron decay channels and for W+ and W� events. The horizontal lines and
bands show the statistical and total uncertainties of the individual mW determinations. The combined result for mW
and its statistical and total uncertainties are also indicated (vertical line and bands).

for the electron and the muon decay channels. The results are compatible, with values of �2/dof of 4/5
and 8/5 in the electron channel for the p`T and mT distributions, respectively, and values of 7/7 and 3/7 in
the muon channel for the p`T and mT distributions, respectively. The mW determinations in the electron
and in the muon channels agree, further validating the consistency of the electron and muon calibrations.
Agreement between the mW determinations from the p`T and mT distributions supports the calibration of
the recoil, and the modelling of the transverse momentum of the W boson.

The results are summarised in Table 11 and illustrated in Figure 26. The combination of all the determin-
ations of mW reported in Table 10 has a value of �2/dof of 29/27, and yields a final result of

mW = 80369.5 ± 6.8 MeV(stat.) ± 10.6 MeV(exp. syst.) ± 13.6 MeV(mod. syst.)
= 80369.5 ± 18.5 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental systematic uncertainty,
and the third to the physics-modelling systematic uncertainty. The latter dominates the total measurement
uncertainty, and it itself dominated by strong interaction uncertainties. The experimental systematic un-
certainties are dominated by the lepton calibration; backgrounds and the recoil calibration have a smaller
impact. In the final combination, the muon decay channel has a weight of 57%, and the p`T fit dominates
the measurement with a weight of 86%. Finally, the charges contribute similarly with a weight of 52%
for W+ and of 48% for W�.

The result is in agreement with the current world average of mW = 80385±15 MeV [29], and has a preci-
sion comparable to the currently most precise single measurements of the CDF and D0 collaborations [22,
23].
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mW = 80.370  
	 	 	 ± 0.019 GeV

Channel mW+ � mW� Stat. Muon Elec. Recoil Bckg. QCD EW PDF Total
[MeV] Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc.

W ! e⌫ �29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7
W ! µ⌫ �28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined �29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

Table 13: Results of the mW+�mW� measurements in the electron and muon decay channels, and of the combination.
The table shows the statistical uncertainties; the experimental uncertainties, divided into muon-, electron-, recoil-
and background-uncertainties; and the modelling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coe�cients, electroweak corrections, and PDFs. All uncertainties are given in
MeV.

12 Discussion and conclusions

This paper reports a measurement of the W-boson mass with the ATLAS detector, obtained through tem-
plate fits to the kinematic properties of decay leptons in the electron and muon decay channels. The
measurement is based on proton–proton collision data recorded in 2011 at a centre-of-mass energy ofp

s = 7 TeV at the LHC, and corresponding to an integrated luminosity of 4.6 fb�1. The measurement re-
lies on a thorough detector calibration based on the study of Z-boson events, leading to a precise modelling
of the detector response to electrons, muons and the recoil. Templates for the W-boson kinematic distribu-
tions are obtained from the NLO MC generator Powheg, interfaced to Pythia8 for the parton shower. The
signal samples are supplemented with several additional physics-modelling corrections allowing for the
inclusion of higher-order QCD and electroweak corrections, and by fits to measured distributions, so that
agreement between the data and the model in the kinematic distributions is improved. The W-boson mass
is obtained from the transverse-momentum distribution of charged leptons and from the transverse-mass
distributions, for positively and negatively charged W bosons, in the electron and muon decay channels,
and in several kinematic categories. The individual measurements of mW are found to be consistent and
their combination yields a value of

mW = 80370 ± 7 (stat.) ± 11 (exp. syst.) ± 14 (mod. syst.) MeV
= 80370 ± 19 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental systematic uncertainty,
and the third to the physics-modelling systematic uncertainty. A measurement of the W+ and W� mass
di↵erence yields mW+ � mW� = �29 ± 28 MeV.

The W-boson mass measurement is compatible with the current world average of mW = 80385±15 MeV [29],
and similar in precision to the currently leading measurements performed by the CDF and D0 collabora-
tions [22, 23]. An overview of the di↵erent mW measurements is shown in Figure 28. The compatibility
of the measured value of mW in the context of the global electroweak fit is illustrated in Figures 29
and 30. Figure 29 compares the present measurement with earlier results, and with the SM prediction
updated with regard to Ref. [16] using recent measurements of the top-quark and Higgs boson masses,
mt = 172.84 ± 0.70 GeV [117] and mH = 125.09 ± 0.24 GeV [118]. This update gives a numerical value
for the SM prediction of mW = 80356 ± 8 MeV. The corresponding two-dimensional 68% and 95% con-
fidence limits for mW and mt are shown in Figure 30, and compared to the present measurement of mW
and the average of the top-quark mass determinations performed by ATLAS [117].
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Combined Value Stat. Muon Elec. Recoil Bckg. QCD EW PDF Total �2/dof
categories [MeV] Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc. of Comb.

mT, W+, e-µ 80370.0 12.3 8.3 6.7 14.5 9.7 9.4 3.4 16.9 30.9 2/6
mT, W�, e-µ 80381.1 13.9 8.8 6.6 11.8 10.2 9.7 3.4 16.2 30.5 7/6
mT, W±, e-µ 80375.7 9.6 7.8 5.5 13.0 8.3 9.6 3.4 10.2 25.1 11/13

p`T, W+, e-µ 80352.0 9.6 6.5 8.4 2.5 5.2 8.3 5.7 14.5 23.5 5/6
p`T, W�, e-µ 80383.4 10.8 7.0 8.1 2.5 6.1 8.1 5.7 13.5 23.6 10/6
p`T, W±, e-µ 80369.4 7.2 6.3 6.7 2.5 4.6 8.3 5.7 9.0 18.7 19/13

p`T, W±, e 80347.2 9.9 0.0 14.8 2.6 5.7 8.2 5.3 8.9 23.1 4/5
mT, W±, e 80364.6 13.5 0.0 14.4 13.2 12.8 9.5 3.4 10.2 30.8 8/5
mT-p`T, W+, e 80345.4 11.7 0.0 16.0 3.8 7.4 8.3 5.0 13.7 27.4 1/5
mT-p`T, W�, e 80359.4 12.9 0.0 15.1 3.9 8.5 8.4 4.9 13.4 27.6 8/5
mT-p`T, W±, e 80349.8 9.0 0.0 14.7 3.3 6.1 8.3 5.1 9.0 22.9 12/11

p`T, W±, µ 80382.3 10.1 10.7 0.0 2.5 3.9 8.4 6.0 10.7 21.4 7/7
mT, W±, µ 80381.5 13.0 11.6 0.0 13.0 6.0 9.6 3.4 11.2 27.2 3/7
mT-p`T, W+, µ 80364.1 11.4 12.4 0.0 4.0 4.7 8.8 5.4 17.6 27.2 5/7
mT-p`T, W�, µ 80398.6 12.0 13.0 0.0 4.1 5.7 8.4 5.3 16.8 27.4 3/7
mT-p`T, W±, µ 80382.0 8.6 10.7 0.0 3.7 4.3 8.6 5.4 10.9 21.0 10/15

mT-p`T, W+, e-µ 80352.7 8.9 6.6 8.2 3.1 5.5 8.4 5.4 14.6 23.4 7/13
mT-p`T, W�, e-µ 80383.6 9.7 7.2 7.8 3.3 6.6 8.3 5.3 13.6 23.4 15/13

mT-p`T, W±, e-µ 80369.5 6.8 6.6 6.4 2.9 4.5 8.3 5.5 9.2 18.5 29/27

Table 11: Results of the mW measurements for various combinations of categories. The table shows the statistical
uncertainties, together with all experimental uncertainties, divided into muon-, electron-, recoil- and background-
related uncertainties, and all modelling uncertainties, separately for QCD modelling including scale variations,
parton shower and angular coe�cients, electroweak corrections, and PDFs. All uncertainties are given in MeV.

11.5 Additional validation tests

The final combination of mW , presented above, depends only on template fits to the p`T and mT distribu-
tions. As a validation test, the value of mW is determined from the pmiss

T distribution, performing a fit in
the range 30 < pmiss

T < 60 GeV. Consistent results are observed in all measurement categories, leading to
combined results of 80364± 26(stat) MeV and 80367± 23(stat) MeV for the electron and muon channels,
respectively.

Several additional studies are performed to validate the stability of the mW measurement. The stability
of the result with respect to di↵erent pile-up conditions is tested by dividing the event sample into three
bins of hµi, namely [2.5, 6.5], [6.5, 9.5], and [9.5, 16]. In each bin, mW measurements are performed
independently using the p`T and mT distributions. This categorisation also tests the stability of mW with
respect to data-taking periods, as the later data-taking periods have on average more pile-up due to the
increasing LHC luminosity.

The calibration of the recoil and the modelling of the pW
T distribution are tested by performing mW fits in

two bins of the recoil corresponding to [0, 15] GeV and [15, 30] GeV, and in two regions corresponding
to positive and negative values of u`k. The analysis is also repeated with the pmiss

T requirement removed
from the signal selection, leading to a lower recoil modelling uncertainty but a higher multijet background

56

[arXiv:1701.07240]



 [MeV]Wm
80250 80300 80350 80400 80450 80500

ALEPH  

DELPHI  

L3  

OPAL  

CDF  

D0  

+ATLAS W  

−ATLAS W  

±ATLAS W  

ATLAS

Measurement
Stat. Uncertainty
Full Uncertainty

Figure 28: The measured value of mW is compared to other published results, including measurements from the
LEP experiments ALEPH, DELPHI, L3 and OPAL [25–28], and from the Tevatron collider experiments CDF and
D0 [22, 23]. The vertical bands show the statistical and total uncertainties of the ATLAS measurement, and the
horizontal bands and lines show the statistical and total uncertainties of the other published results. Measured
values of mW for positively and negatively charged W bosons are also shown.
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Figure 29: The present measurement of mW is compared
to the SM prediction from the global electroweak fit [16]
updated using recent measurements of the top-quark and
Higgs-boson masses, mt = 172.84± 0.70 GeV [117] and
mH = 125.09 ± 0.24 GeV [118], and to the combined
values of mW measured at LEP [119] and at the Tevatron
collider [24].
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Figure 30: The 68% and 95% confidence-level contours
of the mW and mt indirect determination from the global
electroweak fit [16] are compared to the 68% and 95%
confidence-level contours of the ATLAS measurements
of the top-quark and W-boson masses. The determin-
ation from the electroweak fit uses as input the LHC
measurement of the Higgs-boson mass, mH = 125.09 ±
0.24 GeV [118].

The determination of the W-boson mass from the global fit of the electroweak parameters has an uncer-
tainty of 8 MeV, which sets a natural target for the precision of the experimental measurement of the mass
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Figure 28: The measured value of mW is compared to other published results, including measurements from the
LEP experiments ALEPH, DELPHI, L3 and OPAL [25–28], and from the Tevatron collider experiments CDF and
D0 [22, 23]. The vertical bands show the statistical and total uncertainties of the ATLAS measurement, and the
horizontal bands and lines show the statistical and total uncertainties of the other published results. Measured
values of mW for positively and negatively charged W bosons are also shown.
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Figure 29: The present measurement of mW is compared
to the SM prediction from the global electroweak fit [16]
updated using recent measurements of the top-quark and
Higgs-boson masses, mt = 172.84± 0.70 GeV [117] and
mH = 125.09 ± 0.24 GeV [118], and to the combined
values of mW measured at LEP [119] and at the Tevatron
collider [24].
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Figure 30: The 68% and 95% confidence-level contours
of the mW and mt indirect determination from the global
electroweak fit [16] are compared to the 68% and 95%
confidence-level contours of the ATLAS measurements
of the top-quark and W-boson masses. The determin-
ation from the electroweak fit uses as input the LHC
measurement of the Higgs-boson mass, mH = 125.09 ±
0.24 GeV [118].

The determination of the W-boson mass from the global fit of the electroweak parameters has an uncer-
tainty of 8 MeV, which sets a natural target for the precision of the experimental measurement of the mass
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Final Remarks

58

Excellent Run 2 performance …  
Enhanced detectors & trigger systems work well …  
ATLAS coping well with increased pileup … 
 
 

High precision analyses from Run 1 … 
Wealth of results already from 13 TeV data … 
Exploration of 2016 data in many topologies …  
												e.g. 	complex searches with multiple signal regions|  
																				no significant excesses; some ~2-3σ effects  
 
 

About 100 pb−1 data more to come until LS2.


