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BBDC Goals  

ÅPooling expertise in scalable data management, data analytics, and big data 
applications. 

ÅConducting fundamental research to develop novel and automatically scalable 
technologies capable of performing ñdeep analysisò of big data. 

ÅDeveloping an integrated, declarative, highly scalable, open-source system that 
enables the specification, automatic optimization, parallelization, hardware adaptation, 
fault-tolerance, and efficient execution of advanced data analysis problems using 
varying methods that leverage our work on Apache Flink.  

Å Transferring technology and know-how to support innovation in companies and 
startups. 

ÅEducating data scientists with respect to the five big data dimensions via leading 
educational programs.  

ÅEmpowering people to leverage ñSmart Data.ò  

ÅEnabling the general public to conduct sound data-driven decision-making.  
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Big Data ï System View 

Tension between performance and algorithmic expressiveness 
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ñData Scientistò ï ñJack of All Trades!ò 
Domain Expertise (e.g., Industry 4.0, Medicine, Physics, Engineering, Energy, Logistics) 

Real-Time 



6                        © DIMA 2017 
6 

6                        © DIMA 2017 

Big Data Analytics Requires Systems Programming 

R/Matlab: 

5 million users 

Hadoop: 

200,000 

users 

Data Analysis  

Statistics 

Algebra 

Optimization 

Machine Learning 

NLP 

Signal Processing 

Image Analysis 

Audio-,Video Analysis 

Information Integration 

Information Extraction 

Data Value Chain 

Data Analysis Process 

Predictive Analytics 

 

Indexing 

Parallelization 

Communication 

Memory Management 

Query Optimization 

Efficient Algorithms 

Resource Management 

Fault Tolerance 

Numerical Stability 
Big Data is now where database systems were in the 

70s (prior to relational algebra, query optimization and 

a SQL-standard)! 

People with Big Data 

Analytics Skills 

Declarative languages to the rescue! 
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New Technology to the Rescue! 
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Danger Zone! 
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Danger Zone! Contd. 
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Apache Flinkς 
A Success Story  
Born in Berlin 

http://flink.apache.org 
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Timeline 
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What can I do with it? 

A big data processing system that can natively support all these workloads. 

Flink 

Stream  

processing 

Batch 

processing 
Machine Learning at scale 

Graph Analysis 
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What is Apache Flink? 

ÁBounded and unbounded data 
ÁEvent time semantics 
ÁStateful and fault-tolerant  
ÁRunning on thousands of nodes with 

very good throughput and latency  
ÁExactly-once semantics for stateful 

computations 
Á Flexible windowing based on time, 

count, or sessions in addition to data-
driven windows 

ÁDataSet and DataStream 
programming abstractions are the 
foundation for user programs and 
higher layers 
 

P. Carbone, A. Katsifodimos, S. Ewen, V. Markl, S. Haridi, K. Tzoumas: 
!ǇŀŎƘŜ CƭƛƴƪϰΥ {ǘǊŜŀƳ and Batch Processing in a Single Engine.  
IEEE Data Eng. Bull. 38(4): 28-38 (2015) 

Apache Flink® is an open-source stream processing framework for distributed, high-
performing, always-available, and accurate data streaming applications. 

Key Features 


