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s
BBDC Goals

A Pooling expertise in scalable data management, data analytics, and big data
applications.

A Conducting fundamental research to develop novel and automatically scalable
technologies capable of perfformingi d eep an digdam.i s o0 of

A Developing an integrated, declarative, highly scalable, open-source system that
enables the specification, automatic optimization, parallelization, hardware adaptation,
fault-tolerance, and efficient execution of advanced data analysis problems using
varying methods that leverage our work on Apache Flink.

A Transferring technology and know-how to support innovation in companies and
startups.

A Educating data scientists with respect to the five big data dimensions via leading
educational programs.

A Empowering people to leverage i S maratt a . 0
A Enabling the general public to conduct sound data-driven decision-making.
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Big Data i System View
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Tension between performance and algorithmic expressiveness
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NData Scnéatksob AIl I Tr a

Domain Expertise (e.g., Industry 4.0, Medicine, Physics, Engineering, Energy, Logistics)
Mathematical Programming

_ Relational Algebra / SQL
Linear Algebra

Data Warehouse/OLAP

Stochastic Gradient Descent Application

Error Estimation NF2/XQuery

Active Sampling Resource Management

Hardware Adaptation

Regression
Data Fault Tolerance
Monte Carlo
o Memory Management
statistics S I Parallelization
cience e
Sketches Scalability
Hashing Memory Hierarchy
Convergence Data Analysis Language
Decoupling Compiler

Query Optimization
Indexing Data Flow
Control Flow  Real-Time
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Big Data Analytics Requires Systems Programming

R./lll\./latlab: People with Big Data
> million users Analytics Skills

Hadoop:
200,000
users

Big Data is now where database systems were in the
70s (prior to relational algebra, query optimization and
a SQL-standard)!

Declarative languages to the rescue!
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Resource Management
Traditional Hardware Adaptation
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Danger Zone!

Total revenue generated by arcades
correlates with

Computer science doctorates awarded in the US

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
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Danger Zone! Contd.

Divorce rate in Maine
correlates with

Per capita consumption of margarine

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
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Apache Flink
A SuccesStory
Born in Berlin

http://flink.apache.org
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What can | do with 1t?

Batch
processing

Stream
processing

Rating Matrix A0 Matrix

A big data processing system that can natively support all these workloads.
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Whatis Apache Flink?

ApacheFlink® is an opetsource stream processing framework for distributed, khigh
performing, alwaysavailable, and accurate data streaming applications.

Key Features

Bounded and unbounded data

Event timesemantics

Statefulandfault-tolerant

Running on thousands of nodes with

very good throughput and latency

Exactlyonce semantics fostateful

computations

Flexible windowindpased on time,

count, or sessions in addition to data

drivenwindows

A Datasetan_d DataStrea_m P.Carbone A. Katsifodimos, &wen V. Markl, SHaridi K.Tzoumas
programming abstractions are the I LI OKS Ct AayidBatch Procésiylin¥a Single Engine.
foundation for user programs and FEE Dan Eng. Bl SREEEET)

higher layers
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