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The Cherenkov Telescope Array (CTA)
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> next-generation gamma-ray observatory 

•order of magnitude increased sensitivity, significantly improved angular 
and energy resolution, broadened energy range, increased field of view 

> Two observatories:  
South (Chile) with 99 telescopes and North (La Palma) with 19 
telescopes 

> >30 countries and >1200 members in the consortium 

> observatory (not an experiment)
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Large-size telescope 
23 m diameter 
>20 GeV 
rapid slewing (<50s)

Mid-size telescope 
12 m diameter 
90 GeV to 10 TeV 
large field of view 
precision instrument

Small-size telescope 
4-5 m diameter 
>5 TeV 
large field of view 
large collection area

CTA Telescopes

Typically ~2000 pixel cameras 
Trigger rates: 
LST: 15 kHz, MST: 9 kHz, SST: 0.6 kHz 
readout of roughly 60-100 ns with 0.25-1 GHz  
 sampling



Prototype of a CTA mid-size telescope 
Berlin Adlershof 

Prototypes
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Small-size telescope 
(Meudon)
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Small-size telescope 
(Sicily)

Dual-mirror mid-size telescope 
(Arizona)



CTA Timeline
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We are (still) in the Pre-construction Phase, priorities this year: 
• Getting pre-production telescopes ready for site (PPRR) 
• Getting site(s) ready for pre-production telescopes 

International	
Convention

Now
1–2	years ~5-7	years

Release of official CTA Integrated Project Schedule in summer 2017



The CTA Observatory

> legal entity that will operate the instrument during 
30 years 

> announcement of opportunity for observation 
proposal collection 

> responsible for science user support  
! science tools (images, spectra, light curves, …) 

! high-level science data (event data plus instrument response 
functions and technical data) 

> operates outreach gateway 

> different categories of users 
! guest observers, consortium, observatory users 

> all data will be public after predefined proprietary 
period 
! archive will ensure data access in line  

! open data formats 

> Virtual Observatory compatibility
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CTA Science Data 
Management Center  

Zeuthen

CTA 
Headquarters 

Bologna



Observation	
Execution

Data	Processing	and	
Preservation

Science	User	
Support

Lightà R0àR1          à DL0 à Transfer à Bulk data archive à Science data archive

Telescope

CTA Observatory: Operations, Processing, Users
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Observation	
Execution
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Lightà R0àR1          à DL0 à Transfer à Bulk data archive à Science data archive

Telescope

Initiative for a Data and Analysis Centre for Astroparticle Physics 
Workshop - November, 2nd, 2017 – 10:00-16:30 

Venue: KIT Campus South, Audimax, Geb 30.95 Hörsaal-Gebäude am Forum (AUDIMAX), room 121 

 

Draft Agenda 

10:00  Welcome coffee 

10:30 (15+5) Introduction, Motivation, Idea   Haungs  

10:50   Status/Plans Experiments (computing & data handling)  
& existing Infrastructures  

    CTA  (12+3)     Maier / Wegner 
    KM3Net (12+3)     Katz (tbc) 
    IceCube (12+3)     Ackermann / Wegner 
    Auger  (12+3)     Kampert / Engel 

    KCDC  (8+2)     Haungs 
    VISPA  (8+2)     Urban 
    AMON (8+2)     ? 
    Broad used infrastructures (8+2)   Streit 

12:30 (15+5) View/needs from Universities    Katz (tbc)  

12:45  Business Lunch 

13:45 (15+5) The 6 pillars in Particle Physics    Gülzow / Heiss (tbc)  

14:05 (15+5) The 6 pillars in Astronomy    Mannheim (tbc) 

14:25   Scopes of an astroparticle physics analysis and data center  
    Discussion      all  

16:00   Wrap-up / Next steps  

16:15  Adjourn/Coffee 

The 6 pillars of a possible analysis & data center 
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CTA Data Rates - example Southern site
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24th-25th Project Committee 4

Full waveform signal from 
photodetectors (Total 1314h): 
130 PB/year

3% full waveform 
signal, remaining signal 
integrated: 
21 PB/year

Central Trigger

Pixel integration 

Telescope Data rate Data rate 
(Central Trigger)

LST 110Gb/s 40Gb/s
MST 450Gb/s 150Gb/s
SST 60Gb/s 30Gb/s
Total 610Gb/s 220Gb/s

Telescope Data rate 
(sampled 
pixels)

Data rate 
(Integrated)

Total

LST 2.2Gb/s 8.6Gb/s 11Gb/s
MST 4.5Gb/s 15.5Gb/s 20Gb/s
SST 1Gb/s 4.1Gb/s 5.1Gb/s
Total 36 Gb/s

25/07/2017

> Resulting data rates (assuming 1300 h of observing per year): 
! CTA South: 5.4 Gb/s 

! CTA North: 3.2 Gb/s 

> Constrains 
!  limited overall and network bandwidth of 1GB/s 

! transfer data in less than 10 days 

> Challenge: compression / event selection

Zero suppression, trace integration: 
36 Gb/s (21 PB/year)

⇒ 40 PB/year (max 370 TB/day)

⇒ 4 PB/year (max 370 TB/day)

•
–
–

•

•

Daily data transfer duration/ Day of the year
24th-25th Project Committee 7

=> Additional data volume reduction factor of 10 on-site 
challenge: Compression, Event selection,…

25/07/2017

=> Required data volume 
reduction of 70 from Telescopes 
throughput to data to be 
transferred/archived

10 day delay since acquisition 

“massive computing 
in the desert”



CTA Data Rates - example Southern site
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CTA Data Volume & Computing

> data be archived for 30 years 
of operations + 10 years 

> one reprocessing per year 

> resulting data per year: 
! raw data: 4PB/y 

! processed data: 4PB/y (x2) 

!Monte Carlo: 20 PB/year
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•

•

•

–
–
–

824th-25th Project Committee25/07/2017

Peter Wegner |  TAB Strategy Meeting for Data Intensive Science, Wuppertal, June 14th, 2016
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CTA Data volume
Construction phase

2. Design and Prototyping 2.1 Design

2.1.5.1.4 Towards the computing model and architecture The CTA observatory is expected to
produce a main raw (EVT0,CAL0 and TECH0, see Table 2.1) data stream for permanent storage of the
order of 8.56 GB/s for about 1314 hours of observation per year, thus producing a total raw data volume
of 40500 TB per year and maximum 370 TB per day for a 12 hour observation period (readout with
waveform sampling for 3% selected pixels, basic information for the remaining pixels). An additional re-
duction factor of 10 has been assumed to provide a more reasonable annual data volume (See §4.6.1.1).
Large CPU time will be needed to process these data and for Monte-Carlo simulation production and
analysis. Resulting from the following detailed calculation, the CTA computing and data storage needs
have a constant growing profile during the lifetime of the observatory (15 years shown in Figure 2.23).

The definition and choice of the final computing architecture for CTA data products production passes
through three phases. Phase 1: collection of requirements and assumptions to be able to evaluate the
global resource needs independently of any Computing Model choice. Phase 2: evalulation of computing
model scenarios and associated IC architecture solutions with their strengths and weaknesses related to
their performances, costs, robustness, scalability and manageability. Phase 3: recommended solution.

Phase 1, with a technical investigation, has been conducted and documented in the CTA off-site IC
infrastructure specifications internal note [2] to evaluate: 1) the amount of data to be transferred from the
CTA sites, processed, archived during more than 30 years and remotely accessed; 2) both the average
and peak processing powers required for MC simulations, data reduction and data reprocessing; 3) the
network bandwidth throughput from CTA South and North sites to Europe. The resulting specifications
are based on CTA requirements defined in terms of capabilities, capacities, performances, availability,
reliability, as well as on a series of proposed assumptions.

2.1.5.2 Off-site global resource needs

In order to translate the main high-level requirements into terms that evaluate and specify Information
and Computing (IC) resources, a set of assumptions (See section §4.6) needs to be considered. They
will be revisited as the overall CTA project evolves, taking into account all low-level technical specifi-
cations (e.g. camera front-end data acquisition rate, commissioning and telescope deployment-phase
durations, local site specifications, etc.) and management agreements and decisions (transition phase to
full open observatory, level of data openness, data-centre definition, etc.) that will come. The following
resources needs concern only the production pipelines, therefore the on-demand simulation, cal-
ibration, reconstruction and analysis tasks for CTAC Advanced Users are not included in these
resource estimates. (They should account for resources equivalent to 10-to-20% of the CTAO
estimated resources).

2.1.5.2.1 Global data volume needs Using the assumptions described in section §4.6 refering to
the preferred scenario (readout with waveform sampling for selected pixels), and an additional data
reduction factor of 2 from the second year and 10 afterwards, the annual data volume to be archived is
calculated and the Tables 2.3 and 2.4 summarize the cumulative data for the construction phase and for
the production phase, respectively.

Year 2017 2018 2019 2020 2021
Cumulative raw data volume(PB) 4 10 12 15 19
Cumulative event data volume(PB) 4.5 12 17 25 35
Monte-Carlo data volume(PB) 5 12 17 20 20
Technical data volume(PB) 0.01 0.04 0.09 0.16 0.26
Cumulative Data (PB) 9 24 35 45 55

Table 2.3 – Cumulative data for the construction phase

The expected raw data flow during the operation phase (CTA arrays full deployed) is estimated being
40500 TB/year, which will be reduced to 10% on-site before data transfer. Therefore the nominal DL0
expected data volume is 4050 TB/year. The derived data products of the reconstruction and analysis
pipelines have volumes of respectively DL2 = 3400 TB/year and DL3+DL4+DL5 = 650 TB/year; all

CTA Construction Project
CTA DATA TDR
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2. Design and Prototyping 2.1 Design

Year 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031
Cumulative raw data volume(PB) 23 27 31 35 39 43 47 51 55 59
Cumulative event data volume(PB) 47 59 71 83 96 108 120 132 144 156
Monte-Carlo data volume(PB) 20 20 20 20 20 20 20 20 20 20
Technical data volume(PB) 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3
Cumulative Data(PB) 67 79 92 104 116 128 141 153 165 177

Table 2.4 – Cumulative data for the operation phase

annual data volume production being about 10% of the annual raw data flow. Every year a new version
of the data production is considered, while keeping in archive the before-last version of data for all
previous n-1 years. Thus twice the volume of produced data (DL2-to-DL5) is added every year, which
means 2 x 4050 TB/year = 8100 TB/year plus 100 TB/year of technical data, for an overall incremental
annual data volume of 12250 TB (Table 2.4).

CTA Construction Project
CTA DATA TDR
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Operation phase

(*) numbers from CTA DATA Technical Design Report
Giovanni Lamanna, Nadine Neurod

Computing Operation Phase (in HS06):

“massive computing 
in Europe”

Data calibration, reconstruction, analysis, MC production



CTA Distributed Computing Model (Grid/Cloud)
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CTA distributed computing model (Grid / Cloud)

2. Design and Prototyping 2.1 Design

minimize network occupancy and additional delays. Thus, the mapping of data processing and storage
location will be an important task to be studied.

2.1.5.4 The proposed CTA Computing Model scenario

In general, the choice of the most appropriate type of computing model depends on the workflow of
data processing, and on the Data access policy with a tradeoff between development effort, perfor-
mance and cost. Three main options have been evaluated: a Centralized Computing Infrastructure (CCI)
and two Distributed Computing Infrastructure (DCI) with 4 or 7 data-centres (see appendix for details).
Finally a distributed version with 4 data-centres was retained as preferred solution.

The corresponding computing model would be built on a common data occupying storage model which
responds to predefined assumptions and requirements. Table 2.11 summarizes such a model where
the critical parameters are data flow and size at any level, technological considerations, and trade-offs
between storage costs and computing costs for data re-processing. Based on the assumptions made
on computing and storage needs (see §4.6.5), the data-centres will be planned with sufficient capacity
for: the execution of the Level C data processing pipeline and planned re-processing of all the previous
years CTA raw data, the generation and reduction of appropriate volumes of simulation data, and the
storage of CTA raw (DL0) and simulation (DL0-MC) data and some fraction of the intermediate level
data products (DL1,2,3). The IC infrastructure will be planned to be scalable enough to be able to
manage additional computing and storage needs during the active lifetime of the observatory. In each
data-centre, an additional 150 TB of high performance temporary disk storage, reserved for additional
management tasks, is also required.

The Distributed Computing Model, is shown in figure 2.28. It depicts the data flow from the two CTA
arrays initially towards one data-centre. Subsequently, the data are divided in sets and their backup
copies (replicas) are distributed to a series of secondary data-centres. In this scenario, all computing
tasks are distributed among the centres, in order to process data close to where they are physically
stored. The main consequence is the major role of the Archive Management System and File catalogue
associated, that will have the responsibility to manage this distribution following a strategy to be studied
to optimize the data reduction and simulation pipelines. The Computing Resource Management System
will be in charge of distributing the pipeline jobs based on localization of data.

Figure 2.28 – The CTA Distributed Computing Model

The distributed scenario is organized around multiple equivalent data-centres with a full distribution
of two copies of the Archive data. Each data-centre will therefore run the processing of corresponding

CTA Construction Project
CTA DATA TDR
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CTA Challenges

> Data Rates:  
! large data rates taken at a remote site and transfer to Europe 

> Archive and open access:  
! provision of guaranteed long-term access to the data products 

> Alerts:  
! results and alerts to the astronomical community from transients in near real-time (latency < 30 s)  

!Multi-messenger interfaces - integration into available solutions from astronomical community 

> Simulations:  
! sufficiently accurate instrument response functions to guarantee small systematic uncertainties. Period(run)-wise 

Monte Carlo simulations 

!CORSIKA & the next 30 years  

!modern computing architecture (GPUs, ARMs) 

> Analysis: 
! likelihood minimisation problems 

! gamma selection methods (hadron+electron suppression); machine learning methods 

> User Support & Training: 
! service and support for a scientific community 
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Common themes

> astroparticle analysis facility 
! dedicated computing / data access for German astroparticle groups 

> common tools  
!most importantly CORSIKA 

> methods development 
!machine learning, imaging, likelihood methods, … 

> high-throughput computing in remote places 
! efficiency, data compression, data transmission, …
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