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Cosmic ray flux and interaction energies
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Figure 2.4: Energy and particle flow as a function of pseudorapidity at the LHC. The green bands
represent the coverage of different detector components. Plot by R. Ulrich.

As only the components of the momentum vector are used it is not surprising that h can be
exactly mapped to the scattering angle q

h = � ln
✓

tan
q

2

◆

. (2.15)

With this definition not even the measurement of the momentum of the particles is required. All
that is needed is the track of the particle to get the scattering angle.

In contrast to the rapidity the range covered by the final state particles in pseudorapidity is
not limited (no mass to regulate the denominator in Eq. 2.14), but extends from �• to •.

The typical range covered by detectors at the LHC is shown in Fig. 2.4 on the top. The
maximal forward coverage can be achieved for neutral particles by placing a detector between
the beam pipes, which corresponds to h ! •. The large multipurpose detectors, CMS and
ATLAS, only cover |h| . 3. This reflects the fact that these detectors were designed to look for
new physics by probing the smallest scales, which necessarily means measuring large p? and
small (pseudo)rapidities (Dp?Db ⇠ 1).

Air showers on the other hand are most sensitive to large rapidities. One way this can be
seen is by noting that particle production appears in the cascade equations (more in next section,
Sect. 2.3), with a factor of xL, which gives large xL h xF more weight. Another way of seeing this
is by looking at where particles carry the most energy in an interaction.

In Fig. 2.4 on the bottom the energy flow dE/dh and particle production dN/dh are shown
together as a function of the pseudorapidity. While most particles are produced in the central
rapidity region, the bulk of the energy is carried by just a few particles in the forward region.
Comparing to the acceptance of the detectors at the LHC, the bulk of the energy flow lies outside
the acceptance for charged particle detection. Only neutral particles can be detected in the most

Laboratory energy

Center of mass energy

Courtesy R. Engel
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Fluorescence  
detector (FD) 
• 4 sites

• 0-30°

• E>1018 eV 

• HEAT

• 30°-60°

• E>1017 eV  

Surface detector array (SD) 
• Grid of 1500 m

• 3000 km2


• 1660 stations

• E>1018.5 eV 

• Grid of 750 m

• 24 km2 

• 61 stations

• E>1017.5 eV

• Hexagon of 433 m

• 0.5 km2 

• 7 stations

• E>1016.5 eV

AERA array  
(radio) 
• Grid with  

var. spacing

• 17 km2


• >150 stations

• E>1017.5 eV

The Pierre Auger Observatory

4



The Pierre Auger Observatory
AERA array  
(radio) 
• Grid with  

var. spacing

• 17 km2


• >150 stations

• E>1017.5 eV

5

Fluorescence  
detector (FD) 
• 4 sites

• 0-30°

• E>1018 eV 

• HEAT

• 30°-60°

• E>1017 eV  

Surface detector array (SD) 
• Grid of 1500 m

• 3000 km2


• 1660 stations

• E>1018.5 eV 

• Grid of 750 m

• 24 km2 

• 61 stations

• E>1017.5 eV

  4

HEAT telescopes 
(in upward mode)

• Hexagon of 433 m

• 0.5 km2 

• 7 stations

• E>1016.5 eV
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FD: 
• calorimetric measurement of energy
• ca.15% duty cycle

SD:  
• data driven shape of LDF
• optimal distance at 1000 m
• ca. 100% duty cycle

Hybrid detection
15% duty cycle

100% duty cycle

Erec = f(S1000, ✓)

Example:  
Event observed with  
Auger Observatory 



Energy spectrum (all-particle flux)
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Auger and TA Surface Detector 
Spectra

• Ankle at ~3 EeV, cutoff at ~40 to 60 EeV

• ~10% energy scale difference around ankle region

• Large discrepancy in shape at E > ~1019.4 eV

• Systematic uncertainties, reconstruction biases?

• Anisotropies?

~10%

6

Rescale Auger and TA energies

• Constant rescaling factor of 
5.2%

• From fitting ratio of fluxes 
Auger/TA into a unity in 
the ankle region

• Auger energies raised by 
5.2%

• TA energies lowered by 
5.2%

• Agree in the ankle region 
1018.4 eV < E < 1019.4eV after 
rescaling

• Difference above 1019.4 eV 
persists after locking energy 
scales of experiments

8

(Auger-TA Spectrum Working Group)

DE/E = 14%

DE/E = 21%

Auger
TA

Sys. uncertainty

of energy scale
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All particle spectrum

Auger:     ΔE/E = 14%

Systematic uncertainty 
of energy scale 
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Energy spectrum (all-particle flux)
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• From fitting ratio of fluxes 
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Mass composition at top of the atmosphere 

9

0.0

0.5

1.0 Fe ± syst. QGSJETII 04 EPOS-LHC SIBYLL 2.3

0.0

0.5

1.0 N

0.0

0.5

1.0 He

re
la

tiv
e

ab
un

da
nc

e

0.0

0.5

1.0 p

17.5 18.0 18.5 19.0 19.5
lg(E/eV)

1

10�1

10�2

10�3

p-
va

lu
e

Preliminary

Hic 
su

nt
 

dr
ac

on
es

Dat
a a

va
ila

ble
 o

nly
 

up
 to

 < 
5x

10
19

 eV

No composition data  
at and above onset of 

suppression  

Surprises are expected  
to happen here! 
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AugerPrime: 
Detection principle

Signals of both detectors used to  
extract muons and electrons/photons @100% duty cycle
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Scintillation detector (SSD)  
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The kaon factory 

will take data 

until 2018 

p24
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OF JINR

Celebrating the institute’s 

past, present and future p37

CERN’s IT faces 

the challenges 

of Run 2 

p16

COMPUTING

Cosmic collisions

Welcome to the digital edition of the June 2016 issue of  

CERN Courier.

As the LHC experiments are again collecting data for physics, we touch base 

on the challenges that high-energy collisions and very intense beams represent 

for computing. The challenge extends far beyond the lifetime of the LHC if we 

look at data preservation, which must define winning strategies and permanent 

solutions to the problem. This month, we also feature CERN’s unique 

kaon factory and CMS’s powerful algorithm, which aims to identify and 

reconstruct individually all of the particles produced in a collision. The cover 

goes to AugerPrime in the Argentinian Pampas: the challenges that lie ahead 

here will involve a large community of scientists and innovative hardware 

solutions. News from CERN, BEPCII and HESS (the latter in Astrowatch) 

also features in the June issue. Last but not least, after a short but intense 

“intermezzo”, Antonella Del Rosso steps down and leaves the floor to the new 

editor, Matthew Chalmers.

 
To sign up to the new-issue alert, please visit: 
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Water-Cherenkov detector (WCD)  

Auger Upgrade: composition sensitivity at E > 6x1019 eV

15% duty cycle
4
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Muon counting



Auger Access
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Remote control

12
Institute for Nuclear Physics (IKP), IKP 4 2016-06-29 H.-J. Mathes

Karlsruhe, 29.06.2016 J.Rautenberg 7 / 13

Remote Control

New-comer: UNAM, Mexico

Lukas Nellen, Eduardo Murrieta, Luciano Diaz

Design of alternative Alarm-Light

https://www.auger.unam.mx/AugerWiki/RemoteShifthttps://www.auger.unam.mx/AugerWiki/RemoteShifthttps://www.auger.unam.mx/AugerWiki/RemoteShifthttps://www.auger.unam.mx/AugerWiki/RemoteShift

5 remote control rooms installed 
7 more underway

Karlsruhe, 29.06.2016 J.Rautenberg 7 / 13

Remote Control

New-comer: UNAM, Mexico

Lukas Nellen, Eduardo Murrieta, Luciano Diaz

Design of alternative Alarm-Light

https://www.auger.unam.mx/AugerWiki/RemoteShifthttps://www.auger.unam.mx/AugerWiki/RemoteShift



Computing and data storage at CC Lyon

• Download/upload to/from CC Lyon:    
iRODS (integrated Rule-Oriented Data System) 

• Raw data transferred from Malargüe


• Event merging done at and stored at CC Lyon


• Personal accounts at Lyon for data processing and 
simulation purposes

13
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Raw data storage
• Raw data streams centrally stored at CC Lyon: 46 TB 

• Fluorescence detector data:   20 TB/10 yr

• Surface detector data:            14 TB/10 yr

• Radio data:                              22 TB/  5 yr

• AMIGA:                                   < 1 TB/  3 yr


• Offline event merging for various data streams at CC Lyon 
• Merging ~8 days after data taking 
• Fluorescence detector data: 1 TB 

• Eye centric

• Stereo

• HEAT (+ Coiheco) 

• Surface detector data: 4.3 TB 
• Vertical data set θ∈[0,60°):  750 m & 1500 m array

• Inclined data set θ∈[60°,80°]:  750 m & 1500 m array

• AERALet (AMIGA & Radio & SSD test bed)


• Radio data: 1.2 TB 
• AMIGA:        10 GB

14
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Monitoring data

• Amalgamation of different 
sources at Wuppertal, 
Aachen, KIT        5 TB

• Detector stations

• Additional devices, e.g. 


• Weather stations

• Field mill (b-field)

• Lightning detectors


• External data (GDAS)


• Collected in data  
streams at

• Malargüe (PMS)

• Lyon


• Event-based data

• Calibration

• Detector status

• …


• Non-event-based data

• Weather stations

• Atmosphere  

(LIDAR, LASER)

• Batteries

• Communication

• …


• Accessible via Sqlite,  
Mysql, …
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Conclusions

Mid February (10 days)
⇠ 1560 tanks in activity

⇠ 225 masked PMTs

2 PMTs removed from quality cuts

27 anodes removed from quality cuts

Time
07/2014 12/2014 07/2015 12/2015 07/2016 12/2016

#
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/ 
#
 d
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ye
d
 W

C
D

0.75

0.8

0.85

0.9

0.95

1

SD efficiency ' 95%, < No.BT >= 70

SD & PMT Perf. Auger Analysis Meeting Paris 06/06/2017 9/9

SD efficiency ≃ 95%
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Reconstruction

• High-level information split in several data streams 
• SD data:                   15 GB/yr   ~200 kB/event

• Hybrid data :            27 GB/yr   ~500 kB/event

• Merged radio data:  3.5 TB/yr         2MB/event  (slave mode)


• AMIGA data:             10 GB/yr         4kB/event 
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AMIGA data SD data

Hybrid data

Lateral distribution
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S1000
Erec = f(S1000, ✓)

40 AMIGA: Auger Muon and Infill for the Ground Array

SD Reconstructed Parameters
Parameter Value

Energy (1.69±0.06±0.03) 1018 eV
(q ,f ) (31.5±0.3, 347.3±0.5) deg

(x,y) Core (�25.93±0.01, 15.23±0.01 ) km
S450 (134.4±4.6(±2.1)) V EM

Table 3.1 Main parameters obtained through SD reconstruction.

Fig. 3.9 AMIGA 10 m2 MM with SiPMs.

scintillating area in each position (some modules and some individual channels were out of
acquisition) and using the geometrical reconstruction from the SD, the muon density (rµ ) at
each distance to the core axis in the shower plane (r) can be obtained. The core distance (in
the shower plane) of each station is calculated from the SD geometrical reconstruction: KT
337 m, HE 760 m, PC 929 m, and Toune 1015 m.

An example of two MMs with SiPM raw data is included. There is a significantly higher
amount of muons in the 107 (Figure 3.9, 10 m2) compared to the 106 (Figure 3.10, 5 m2)
module.

The applied counting strategy is different for the different detectors. In the case of the
MMs with PMT the counting strategy applied is the one described in [20] and in the case of
the MMs with SiPM is the one described in [68]. The resulting number of counted muons
(without corrections due to pile-up effects) for each position is detailed in Figure 3.11, left.
The detection area was corrected subtracting not-working channels or modules. The obtained

Fabrizia Canfora Auger Analysis meeting 06/06/2017 21

Spectrum correction

Noise

Signal

radio data

JEM-EUSO Offline software T.C. Paul

1. Introduction

One of the endemic challenges faced by large, geographically dispersed scientific collabora-
tions is how best to share and organize software tools for data analysis. Data analysis may include
rather detailed problems like simulation of complex instruments, involved algorithms required to
convert raw data into reconstructed events, as well as tools for handling large data samples. The
JEM-EUSO Collaboration comprises over 300 scientists from 15 nations, and faces the same soft-
ware challenges as other ambitious “big science” programs.

The JEM-EUSO mission is designed to observe ultrahigh energy cosmic rays from space via
measurement of the fluorescence light produced when cosmic ray induced air showers excite at-
mospheric nitrogen and Cherenkov light reflected from the Earth’s surface or from clouds. An
overview of the project and the scientific objectives are described elsewhere in these proceed-
ings [1, 2].

In the early design phases of JEM-EUSO, an analysis framework known as the EUSO Simula-
tion and Analysis Framework (ESAF) [3] was developed to address the complexities of large-scale
collaborative work on data simulation, reconstruction and analysis for the JEM-EUSO mission. At
around the same time, the Pierre Auger Collaboration [4] was addressing the same sorts of chal-
lenges. Like the JEM-EUSO Collaboration, the Auger Collaboration is large and geographically
dispersed, with over 500 researchers from some 18 countries. The Auger analysis framework [5],
dubbed simply Offline, has been used for simulation and reconstruction for the Auger Observatory
since the first physics results were published in 2004. At the time of writing the software comprises
some 340 000 lines of code and 35 000 lines of configuration information, representing a roughly
100 person-year investment according to the Constructive Cost Model [6].

The Offline software includes the latest fluorescence and Cherenkov light-yield models [7]
as well interfaces to many air shower simulation packages [8]. As Auger analyses using fluores-
cence measurements are quite mature at this point, the simulation algorithms in Offline have been
well vetted with real data. The framework provides many utilities and conveniences, to be dis-
cussed later, which have been exercised for over a decade by a large collaboration conducting data
analysis. Furthermore, parts of the Offline framework have been adopted by other collaborations,
including CODALEMA [10], TUNKA [11], HAWC [12], LOFAR [13] and NA61/SHINE [14],
allowing for mutually beneficial collaboration among scientists working on different experiments.
The Offline framework is freely available upon request and is distributed under an open source
BSD [15] license.

It is natural, then, to consider whether there are potential advantages to adopting portions of the
Offline software for use by JEM-EUSO, particularly the overarching framework, the utilities and
the algorithms related to fluorescence light simulation. An investigation into this possibility com-
menced in 2013. The use of Offline for analysis of data from the recent EUSO-Balloon pathfinder
mission is described elsewhere in these proceedings [16], as is the use of Offline for simulation of
the LIDAR which will comprise part of JEM-EUSO atmospheric monitoring system [17]. Here we
describe the overall Offline design and present a few examples.
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VO Auger
• Computing on the GRID 

• VO organized by Czech collaborators  
• EGI – Operation Centers in Auger VO, 2014-2017  

• NGI_CZ:prague_cesnet_lcg2,praguelcg2 

• NGI_DE:FZK_LCG2,RWTH_Aachen 

• NGI_FRANCE:GRIF,IN2P3-CC,M3PEC,OBSPM 

• NGI_IBERGRID:BIFI,CESGA,IFCA-LCG2,NGC-INGRID-PT 

• NGI_IT:INFN-CATANIA,INFN-LECCE,INFN-T1 

• NGI_NL:NIKHEF-ELPROD 

• NGI_RO:RO-ISS-13 

• NGI_SI:ARNES,SiGNET 

• ROC_LA:CBPF,ICN-UNAM 


• Total number of jobs 1,008,604 
• Total of 700 TB of files produced 

• DIRAC (Distributed Infrastructure with Remote Agent Control)  
INTERWARE for job submission 

• CVMFS distributed, global,  
read-only filesystem used for software distribution 

• Docker/Container tested
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Simulation production

• Typical simulation sets  
• Contain some 10,000 CORSIKA showers  

(# of events for SD ~6,000,000)

• 1 hadronic interaction generator

• ~2GB/shower at 1019eV

• Thinning algorithm 

• Total 5-10 TB


• Or sets simulating 
• time-dependent 


• atmosphere 

• detector status


• Using 

• CONEX (fast 1D simulation of long. development) 

Millions of showers with no detailed particle info at ground

• CoREAS  (Radio extension of CORSIKA) 

Computational expensive 

• some 100 GB to 1TB
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5.1 Use of the program 5 SIMULATION PROGRAM CORSIKA

the GHEISHA option, as the baryons with strangeness ±2 and ±3 generated by this model
cannot be treated by the ISOBAR model.

To go into details of the physical properties of the QGSJET model is beyond the scope of
this text, but the interested reader is referred to articles [21], [22] and [23].

5.1.2 Thinning algorithm and Energy cuts

In Monte Carlo simulations for extensive air showers the computing time roughly scales with
the energy of the primary particle.

Figure 11: Schematic
representation of the
thinning algorithm

For showers initiated by particles with primary energies E0 > 1016 eV,
these computing times become excessively large. See table 6.

In 1997, M. Hillas, the developer of the program MOCCA, pro-
posed a way out of this problem: ’thin sampling’ or ’variance
reduction’[37].
All secondary particles with energies E below a certain fraction of the
primary energy E0 (the so-called thinning level "

th

= E/E0) are sub-
ject to this procedure. All particles with energies greater than "

th

are
followed in detail, but if the energy sum of all j particles produced in
a certain interaction falls below the thinning energy

X

j

E

j

< "

th

E0 (2)

only one particle is followed. This surviving particle is selected at random according to its
energy E

i

with the probability
p

i

= E

i

/

X

j

E

j

. (3)

All the other particles are discarded. In order to conserve energy, an appropriate weight
w

i

= 1/p

i

is assigned to the surviving particle. If the energy-sum of the secondary particles
exceeds the thinning level, more than one particle will survive.

Table 6 gives an overview of the relative computation times for various thinning levels.

"th 10�3 10�4 10�5 10�6 none
Time 1 7.5 45 300 600

Table 6: Relative computation times for various thinning levels. (Primary energy 1015 eV)

The thin sampling method thus reduces computation times considerably. There is a
drawback however:

Only one particle (or more, depending on the sum of the energies of the secondaries) is
followed of the bunch of particles produced in the interaction. Although secondaries with
higher energies are more probable to survive, there are still secondaries of the bunch (with
likely comparable energies) which are discarded completely. Possible reactions caused by
secondaries which are not followed in detail are not taken into account in CORSIKA. Con-
servation of momentum dictates that not every particle will travel in the same direction and
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JEM-EUSO Offline software T.C. Paul

1. Introduction

One of the endemic challenges faced by large, geographically dispersed scientific collabora-
tions is how best to share and organize software tools for data analysis. Data analysis may include
rather detailed problems like simulation of complex instruments, involved algorithms required to
convert raw data into reconstructed events, as well as tools for handling large data samples. The
JEM-EUSO Collaboration comprises over 300 scientists from 15 nations, and faces the same soft-
ware challenges as other ambitious “big science” programs.

The JEM-EUSO mission is designed to observe ultrahigh energy cosmic rays from space via
measurement of the fluorescence light produced when cosmic ray induced air showers excite at-
mospheric nitrogen and Cherenkov light reflected from the Earth’s surface or from clouds. An
overview of the project and the scientific objectives are described elsewhere in these proceed-
ings [1, 2].

In the early design phases of JEM-EUSO, an analysis framework known as the EUSO Simula-
tion and Analysis Framework (ESAF) [3] was developed to address the complexities of large-scale
collaborative work on data simulation, reconstruction and analysis for the JEM-EUSO mission. At
around the same time, the Pierre Auger Collaboration [4] was addressing the same sorts of chal-
lenges. Like the JEM-EUSO Collaboration, the Auger Collaboration is large and geographically
dispersed, with over 500 researchers from some 18 countries. The Auger analysis framework [5],
dubbed simply Offline, has been used for simulation and reconstruction for the Auger Observatory
since the first physics results were published in 2004. At the time of writing the software comprises
some 340 000 lines of code and 35 000 lines of configuration information, representing a roughly
100 person-year investment according to the Constructive Cost Model [6].

The Offline software includes the latest fluorescence and Cherenkov light-yield models [7]
as well interfaces to many air shower simulation packages [8]. As Auger analyses using fluores-
cence measurements are quite mature at this point, the simulation algorithms in Offline have been
well vetted with real data. The framework provides many utilities and conveniences, to be dis-
cussed later, which have been exercised for over a decade by a large collaboration conducting data
analysis. Furthermore, parts of the Offline framework have been adopted by other collaborations,
including CODALEMA [10], TUNKA [11], HAWC [12], LOFAR [13] and NA61/SHINE [14],
allowing for mutually beneficial collaboration among scientists working on different experiments.
The Offline framework is freely available upon request and is distributed under an open source
BSD [15] license.

It is natural, then, to consider whether there are potential advantages to adopting portions of the
Offline software for use by JEM-EUSO, particularly the overarching framework, the utilities and
the algorithms related to fluorescence light simulation. An investigation into this possibility com-
menced in 2013. The use of Offline for analysis of data from the recent EUSO-Balloon pathfinder
mission is described elsewhere in these proceedings [16], as is the use of Offline for simulation of
the LIDAR which will comprise part of JEM-EUSO atmospheric monitoring system [17]. Here we
describe the overall Offline design and present a few examples.
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The need for more simulations

• AugerPrime: Wealth of new data (SSDs, AMIGA, Radio, FD) 
• Top-down simulation for high-quality events (1000/yr), e.g.


• 100 p and 100 Fe showers per event 
(exercised already with Radio and Hybrid subsets)


• Unthinned showers

• Get detailed view of different components, e.g.

• Proton: 1019 eV (120 CPU days)


• Total: 1.2 TB

• Sampling at detector positions only: 20 GB


• „Exotic" searches: Neutrinos and photons

• More stringent cuts and less systematics  

by scanning the tails
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5.1 Use of the program 5 SIMULATION PROGRAM CORSIKA

the GHEISHA option, as the baryons with strangeness ±2 and ±3 generated by this model
cannot be treated by the ISOBAR model.

To go into details of the physical properties of the QGSJET model is beyond the scope of
this text, but the interested reader is referred to articles [21], [22] and [23].

5.1.2 Thinning algorithm and Energy cuts

In Monte Carlo simulations for extensive air showers the computing time roughly scales with
the energy of the primary particle.

Figure 11: Schematic
representation of the
thinning algorithm

For showers initiated by particles with primary energies E0 > 1016 eV,
these computing times become excessively large. See table 6.

In 1997, M. Hillas, the developer of the program MOCCA, pro-
posed a way out of this problem: ’thin sampling’ or ’variance
reduction’[37].
All secondary particles with energies E below a certain fraction of the
primary energy E0 (the so-called thinning level "

th

= E/E0) are sub-
ject to this procedure. All particles with energies greater than "

th

are
followed in detail, but if the energy sum of all j particles produced in
a certain interaction falls below the thinning energy

X

j

E

j

< "

th

E0 (2)

only one particle is followed. This surviving particle is selected at random according to its
energy E

i

with the probability
p

i

= E

i

/

X

j

E

j

. (3)

All the other particles are discarded. In order to conserve energy, an appropriate weight
w

i

= 1/p

i

is assigned to the surviving particle. If the energy-sum of the secondary particles
exceeds the thinning level, more than one particle will survive.

Table 6 gives an overview of the relative computation times for various thinning levels.

"th 10�3 10�4 10�5 10�6 none
Time 1 7.5 45 300 600

Table 6: Relative computation times for various thinning levels. (Primary energy 1015 eV)

The thin sampling method thus reduces computation times considerably. There is a
drawback however:

Only one particle (or more, depending on the sum of the energies of the secondaries) is
followed of the bunch of particles produced in the interaction. Although secondaries with
higher energies are more probable to survive, there are still secondaries of the bunch (with
likely comparable energies) which are discarded completely. Possible reactions caused by
secondaries which are not followed in detail are not taken into account in CORSIKA. Con-
servation of momentum dictates that not every particle will travel in the same direction and
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The need for more simulations

• AugerPrime: Wealth of new data (SSDs, AMIGA, Radio, FD) 
• Top-down simulation for high-quality events (1000/yr), e.g.


• 100 p and 100 Fe showers per event


• Unthinned showers

• Get detailed view of different components, e.g.

• Proton: 1019 eV (120 CPU days)


• Total: 1.2 TB

• Sampling at detector positions only: 20 GB


• „Exotic" searches: Neutrinos and photons

• More stringent cuts and less systematics  

by scanning the tails

20

5.1 Use of the program 5 SIMULATION PROGRAM CORSIKA

the GHEISHA option, as the baryons with strangeness ±2 and ±3 generated by this model
cannot be treated by the ISOBAR model.

To go into details of the physical properties of the QGSJET model is beyond the scope of
this text, but the interested reader is referred to articles [21], [22] and [23].

5.1.2 Thinning algorithm and Energy cuts

In Monte Carlo simulations for extensive air showers the computing time roughly scales with
the energy of the primary particle.

Figure 11: Schematic
representation of the
thinning algorithm

For showers initiated by particles with primary energies E0 > 1016 eV,
these computing times become excessively large. See table 6.

In 1997, M. Hillas, the developer of the program MOCCA, pro-
posed a way out of this problem: ’thin sampling’ or ’variance
reduction’[37].
All secondary particles with energies E below a certain fraction of the
primary energy E0 (the so-called thinning level "

th

= E/E0) are sub-
ject to this procedure. All particles with energies greater than "

th

are
followed in detail, but if the energy sum of all j particles produced in
a certain interaction falls below the thinning energy

X

j

E

j

< "

th

E0 (2)

only one particle is followed. This surviving particle is selected at random according to its
energy E

i

with the probability
p

i

= E

i

/

X

j

E

j

. (3)

All the other particles are discarded. In order to conserve energy, an appropriate weight
w

i

= 1/p

i

is assigned to the surviving particle. If the energy-sum of the secondary particles
exceeds the thinning level, more than one particle will survive.

Table 6 gives an overview of the relative computation times for various thinning levels.

"th 10�3 10�4 10�5 10�6 none
Time 1 7.5 45 300 600

Table 6: Relative computation times for various thinning levels. (Primary energy 1015 eV)

The thin sampling method thus reduces computation times considerably. There is a
drawback however:

Only one particle (or more, depending on the sum of the energies of the secondaries) is
followed of the bunch of particles produced in the interaction. Although secondaries with
higher energies are more probable to survive, there are still secondaries of the bunch (with
likely comparable energies) which are discarded completely. Possible reactions caused by
secondaries which are not followed in detail are not taken into account in CORSIKA. Con-
servation of momentum dictates that not every particle will travel in the same direction and
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10-20 tim
es more simulations and  

thus additional resources needed



New analysis tools and paradigms

• Physics based approaches  
investigating details of the  
shower development: 
Shower universality


• Feature extraction using  
Machine learning / deep learning:  
GPU farms
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Motivation – Image Recognition on Air Showers

Incoming
(True)

Xmax
Energy
Showercore

• Investigate if air shower reconstruction 
can be improved

• Test case: 
� Reconstruct: shower axis, Xmax, energy

• Train and evaluate on simulated showers
� Large shower library needed
� Use “Fast Monte Carlo“

Simulated
Detector Data

Deep Network

3

3.4. UNIVERSALITY RECONSTRUCTION 81
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Figure 3.8: Universality reconstruction of a simulated proton shower with an energy of
19.5 eV. (a) Footprint of the triggered stations in the ideal array together with the Monte
Carlo and the reconstructed core positions. (b) Fit of the LDF. Only the total LDF shown in
black is fit. A comparison of the individual component LDFs and the model predictions is
given. More details are given in the text. (c) - (f): Results of the shape fits for the four hottest
stations. Only the total traces are fit, the other ones are plotted for comparison. (f) is a lower
signal trace, which explains the increased fluctuations.
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Figure 3.8: Universality reconstruction of a simulated proton shower with an energy of
19.5 eV. (a) Footprint of the triggered stations in the ideal array together with the Monte
Carlo and the reconstructed core positions. (b) Fit of the LDF. Only the total LDF shown in
black is fit. A comparison of the individual component LDFs and the model predictions is
given. More details are given in the text. (c) - (f): Results of the shape fits for the four hottest
stations. Only the total traces are fit, the other ones are plotted for comparison. (f) is a lower
signal trace, which explains the increased fluctuations.
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Convolutional Networks

• Method of image recognition
• Run small filter over image
� Extracting local correlations

• During training:
� Tune filter to characteristics of the input image
� Work out and combine features

Filter

2 (a) (b)

Figure 5: (a) Angular distance between reconstructed and true shower directions for cosmic rays with 10EeV. (b) Angular
resolution as a function of cosmic ray energy. Curves and symbols refer to the analytic fit (black diamond symbols, dotted
curve), the network with time information only (blue square symbols, dashed curve) and the network with full information (red
circular symbols, solid curve).

GTX 1080. The training time per epoch is ⇠ 100 s
and inference on a batch of 132 showers takes 0.04 s.

During training, the validation loss is monitored
on a fixed validation set of 2,000 showers and used
for reducing the learning rate. Specifically, the
learning rate is reduced by a factor of around 0.5
whenever the validation metric reaches a plateau.
Each training is run over 120 epochs.

For each task we train five networks and select
the best performing network based on the valida-
tion set. The reconstruction performance is then
evaluated on two independent test sets. One set
contains 40,000 showers with an E

�1 energy spec-
trum between 3 and 100EeV, the other set 80,000
showers of 10EeV energy. Both sets have a mixed
composition of H, He, N, Fe with equal fractions.
The performance in these test sets is described in
the following sections.

5. Arrival direction

The reconstruction of the arrival directions is
based primarily on the arrival times of the first
shower particles at the detectors.

As a benchmark, we perform a plane fit by using
the arrival times together with the locations of the
detectors. In Fig. 5a, the angular distance of the
fitted shower directions and the true directions are
shown for 80,000 events of the mixed composition
(H, He, N, Fe with equal fractions) and an energy
of 10EeV by the dotted black curve. The angular

resolution amounts to 1.45� expressed in terms of
the 68% quantile of the distribution.

To investigate the performance of the network,
initially we provide on input the same arrival times
as for the plane fit. The locations of the detectors
are input indirectly through the order of the time
information from each detector.

In Fig. 5a, the angular distance between the re-
constructed and the true directions of the showers
are shown by the dashed blue curve. Without ex-
plicit information on the physical conditions, e.g.
locations of the detectors or velocity of shower par-
ticles, the network achieves the same angular reso-
lution as the plane fit.

We also exploit information on the shower devel-
opment that is contained in the time traces recorded
by the detectors in addition to the arrival times of
the first particles. In Fig. 5a we show the angular
resolution of the combined information of arrival
times and time traces (solid curve). The angular
resolution improves to 1.2�.

Note that the data set contains a substantial
noise component such that the results of the plane
fit are disturbed. The network is able to correct for
these e↵ects to some extent.

In Fig. 5b we also show the energy dependence
of the angular resolution. As expected, the angu-
lar resolution of the network with the entire avail-
able input information provides a consistently bet-
ter performance than the network working only on
the arrival times. Compared to the plane fit, the
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(Public) data
• 1% of data  

publicly available 

• Publication policy  
under revision 

• Simulations will have 
to be provided too 

• Current data storage 
driven by active groups 
of the collaboration 

• No long-term  
data preservation  
concept established  
beyond life-cycle of the  
experiment  
(WG in place)

22



Summary
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 eV• Resource saving approach:  ~50 TB of raw data 
Will at least double until 2025 
 


• Simulations on the GRID:      700 TB so far 

• New level of data quality  
⇒ New simulation and storage requirements 
(increased demand by factor of 10-20)


• New hardware resources needed 
(e.g. GPUs)  

• No long-term data preservation concept yet 

• Funding for post-docs and phd-students  
in new fields of work needed 
(currently even lack of funding for data manager)



• Real-time correlation analysis of the high-energy signals 
across all known astronomical messengers  
– photons, neutrinos, cosmic rays,  
and gravitational waves –  
for triggering and follow-up


• Auger: Cluster of CRs in close temporal  
and spatial proximity (<3º and <100 s)  
Bears signature of burst  
of neutral particles produced  
in astrophysical transient. 
 
⇒ AMON follow-up alert 


• Auger will provide AMON with measure of  
“photon-likeness” of each event transmitted  
to AMON in real-time. 
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Abstract

On 2017 August 17 a binary neutron star coalescence candidate (later designated GW170817) with merger time
12:41:04 UTC was observed through gravitational waves by the Advanced LIGO and Advanced Virgo detectors. The
Fermi Gamma-ray Burst Monitor independently detected a gamma-ray burst (GRB 170817A) with a time delay of

1.7 s~ with respect to the merger time. From the gravitational-wave signal, the source was initially localized to a sky
region of 31 deg2 at a luminosity distance of 40 8

8
-
+ Mpc and with component masses consistent with neutron stars. The

component masses were later measured to be in the range 0.86 to 2.26 M:. An extensive observing campaign was
launched across the electromagnetic spectrum leading to the discovery of a bright optical transient (SSS17a, now with
the IAU identification of AT 2017gfo) in NGC 4993 (at 40 Mpc~ ) less than 11 hours after the merger by the One-
Meter, Two Hemisphere (1M2H) team using the 1 m Swope Telescope. The optical transient was independently
detected by multiple teams within an hour. Subsequent observations targeted the object and its environment. Early
ultraviolet observations revealed a blue transient that faded within 48 hours. Optical and infrared observations showed a
redward evolution over ∼10 days. Following early non-detections, X-ray and radio emission were discovered at
the transient’s position 9~ and 16~ days, respectively, after the merger. Both the X-ray and radio emission likely
arise from a physical process that is distinct from the one that generates the UV/optical/near-infrared emission. No
ultra-high-energy gamma-rays and no neutrino candidates consistent with the source were found in follow-up searches.
These observations support the hypothesis that GW170817 was produced by the merger of two neutron stars in
NGC 4993 followed by a short gamma-ray burst (GRB 170817A) and a kilonova/macronova powered by the
radioactive decay of r-process nuclei synthesized in the ejecta.

Key words: gravitational waves – stars: neutron

1. Introduction

Over 80 years ago Baade & Zwicky (1934) proposed the idea
of neutron stars, and soon after, Oppenheimer & Volkoff (1939)
carried out the first calculations of neutron star models. Neutron
stars entered the realm of observational astronomy in the 1960s by
providing a physical interpretation of X-ray emission from
ScorpiusX-1(Giacconi et al. 1962; Shklovsky 1967) and of
radio pulsars(Gold 1968; Hewish et al. 1968; Gold 1969).

The discovery of a radio pulsar in a double neutron star
system by Hulse & Taylor (1975) led to a renewed interest in
binary stars and compact-object astrophysics, including the
development of a scenario for the formation of double neutron
stars and the first population studies (Flannery & van den

Heuvel 1975; Massevitch et al. 1976; Clark 1979; Clark et al.
1979; Dewey & Cordes 1987; Lipunov et al. 1987; for reviews
see Kalogera et al. 2007; Postnov & Yungelson 2014). The
Hulse-Taylor pulsar provided the first firm evidence(Taylor &
Weisberg 1982) of the existence of gravitational waves(Ein-
stein 1916, 1918) and sparked a renaissance of observational
tests of general relativity(Damour & Taylor 1991, 1992;
Taylor et al. 1992; Wex 2014). Merging binary neutron stars
(BNSs) were quickly recognized to be promising sources of
detectable gravitational waves, making them a primary target
for ground-based interferometric detectors (see Abadie et al.
2010 for an overview). This motivated the development of
accurate models for the two-body, general-relativistic dynamics
(Blanchet et al. 1995; Buonanno & Damour 1999; Pretorius
2005; Baker et al. 2006; Campanelli et al. 2006; Blanchet
2014) that are critical for detecting and interpreting gravita-
tional waves(Abbott et al. 2016c, 2016d, 2016e, 2017a, 2017c,
2017d).
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