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Measured components of air showers
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Longitudinal profile: 
Cherenkov light 
Fluorescence light 
(bulk of particles measured)

Lateral profiles: 
particle detectors at ground 
(very small fraction of particles sampled)

(RE, Pierog, Heck, ARNPS 2011)



Types of energy and composition measurement
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Fluorescence technique
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The energy spectrum from surface detector data (I)
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Example: event observed with Auger Observatory
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Non-imaging Cherenkov technique
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Example: Tunka
E = 1015 eV
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Radio signal measurement

6Figure 8. Air shower as measured with the high-band antennas (110 � 190MHz) of LOFAR.
Left: Signal distribution in the shower plane. The power in arbitrary units in encoded in color
(from light to dark). The measured signals (circles) are combined with the best fitting simulation
(background map). Right: Total power as function of the distance to the shower axis. The red
circles show the measured data and the blue squares the best fitting CoREAS simulation [22].

signal. The geometric component of the shower is represented in the �

+

-parameter. Therefore,
the A

+

-parameter is expected to have small systematic uncertainties (< 10%) with respect to
the primary composition. In order to provide a good energy estimate for the simulation input,
this missing uncertainty will help to significantly reduce the simulation e↵ort, while the larger
data-set allows for the retaining of more showers, which improves composition studies. Details
on the application of the parameterization to the LOFAR data can be found in [21].

7. Signal distribution in di↵erent frequency ranges
Most air showers are measured at LOFAR with the low-band antennas covering the frequency
range of 10�90MHz. There are two reasons for this choice. First of all, the emission footprint is
expected to be stronger and spread wider at lower frequencies and the first observations have also
been conducted in this range. The second reason is more technical and LOFAR-specific. The
high-band antennas 110� 240MHz have been optimized for astronomical observations. In this
frequency range, the antennas are system noise dominated, which calls for a direct enhancement
of the astronomical signals to ensure a good sensitivity. Thus, the signals from 16 antennas are
combined directly in hardware before being forwarded to the TBBs. In this combination step a
time delay is introduced making the combined set of antennas more sensitive to a fraction of the
sky that corresponds to the induced delays. Signals from other directions will be distorted. This
consequently means that air showers can only be measured with best sensitivity, if their arrival
direction happens to coincide with the 10� field of view of the observation. This essentially limits
the usefulness of the high-band antennas for studies of air showers.

However, as the primary observation determines the antenna set, there is air shower data
available in the higher frequency band. Also, a small number of signals have been recorded
without distortion and can be compared to simulations with the same approach as described
above.

Figure 8 shows an air shower as measured in the frequency range of 110� 190MHz. In this
frequency range, a clear ring-like structure is visible. This can be explained by the increasing
importance of the relativistic time-compression for higher frequencies. At higher frequencies,

9

Figure 7. Comparison of the full Monte-Carlo approach (left) and the parameterized signal
distribution (right). The data on the left is the originally measured pulse power in the antenna
arms. On the right the pulse power corrected for the antenna response is shown. Both are in
red. The best fitting simulations and the parameterization are shown in blue, respectively.

Based on [19] the following function has been tested on LOFAR data:
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+

· exp
✓
�[(x0 �Xc)2 + (y0 � Yc)2]

�

2

+

◆

�C

0

·A
+

· exp
✓
�[(x0 � (Xc + x�))2 + (y0 � Yc)2]

(C
3

· eC1+C2·�+)2

◆
(6)

The function is given in coordinates (x0, y0) in the shower plane, where the coordinates are
aligned with the ~v⇥ ~

B- and the ~v⇥ (~v⇥ ~

B)-axis. The parameters C
1

, C

2

and C

3

are fixed from
studies of simulations. All other parameters are used for the fit.

More than 85% of all showers recorded in three or more LOFAR stations can be reconstructed
with the parameterization with good quality of fit. Showers that cannot be reconstructed are
mostly showers with low signal-to-noise ratios and those where the shower axis is far away from
the closest radio antennas. The shower axis that is reconstructed with the parameterization
is in very good agreement with the axis obtained with the method of the direct comparison,
as evidenced in figure 7. Here, the shape of the signal distribution as function of the distance
to the shower axis would change immediately, if the axis was shifted. For this air shower, the
axis position di↵ers by less than three meters. The average spread between the two methods is
less than 15m. The small di↵erences in signals and uncertainties are due to the fact that one
method is applied on the instrumental signal (no correction for the antenna model on data, but
application of antenna model on the simulation) and the other on the data (including its noise)
corrected for the influence of the antenna model.

On data, it is also confirmed that the parameter A

+

shows a strong correlation with the
energy of the primary particle. It scales quadratically with the energy, as it is a power quantity
and the amplitude scales linearly with the energy due to the coherence criterion. Compared to
the energy estimate given by the LORA particle detectors, the A

+

-parameter is usable for more
showers. First of all, the radio antennas cover a larger portion of the surface with provides a
larger fiducial area. Also, the radio signal pattern can still be reconstructed if the shower axis was
outside the instrumented area, which is due to the asymmetry in the signal. For the whole data-
set only about half of the air showers detected in radio can reliably be reconstructed with the
particle signal. Another advantage of the radio detection is that it almost delivers a calorimetric
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Fig. 2 Schematic representation of the two main mechanisms con-
tributing to the radio signal from extensive air showers. Time-varying
transverse currents initiated by the geomagnetic field constitute the pri-
mary effect. The emission is linearly polarized in the direction given
by the Lorentz force, irrespective of observer position (left). A time-
varying negative charge excess constitutes the secondary effect. This is

the Askaryan effect, which is the main emission mechanism in dense
media but is subdominant in air showers. The emission is linearly
polarized, with the electric field vector being aligned radially with
respect to the shower axis (right). Diagrams are from Schoorlemmer
[19] and de Vries (private communication)

these two contributions leads to a complex lateral distribu-
tion of the radio signal exhibiting prominent asymmetries,
as is illustrated in Fig. 3.

2.1.2 Evidence for Charge-Excess Emission

The dominance of geomagnetic emission was already well
established in the 1970s. The charge-excess contribution
was predicted theoretically by Askaryan, but generally,
there was no clear indication that it was needed to explain
the measurements. In 1971, one analysis [23] showed that
the radio emission did not vanish even for showers oriented
parallel to the local geomagnetic field as is visible in Fig. 4
(left). This was an indication of a contribution in addition
to the geomagnetic one at ∼14 % level which was pre-
sumed to be the charge-excess effect, but in fact, no further
information on the properties of this contribution was avail-
able. A clear and unambiguous identification was achieved
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Fig. 3 The superposition of the geomagnetic and charge-excess
emission leads to an asymmetric, two-dimensional lateral distribution
of the radio signal, as shown here for a CoREAS simulation [16].
If measured in detail, this reveals a wealth of information on the air
shower properties

only recently with the modern experiments. An analysis of
CODALEMA [24], shown in Fig. 4 (middle), found a sys-
tematic shift of the core positions reconstructed from radio
data with respect to the core positions reconstructed from
particle detectors. This is consistent with the asymmetries in
the radio signal caused by the superposition of geomagnetic
and charge-excess emission (Fig. 3). Even more direct proof
was recently provided by AERA [25], which measured the
orientation of the measured polarization vector as a function
of the antenna location with respect to the shower axis and
found that the data are not explainable by pure geomagnetic
radiation. In adding a linearly polarized contribution with
radial orientation of the electric field vector, as expected for
the charge-excess emission, however, the measurements can
be explained. In Fig. 4 (right), the relative strength a of the
necessary radial component with respect to the geomagnetic
component is displayed for each individual measurement
(antenna). While the value of a shows a significant scat-
ter, the source of which is currently not fully understood,
an average contribution of 14 % of an emission component
with radial electric field orientation was found.

2.1.3 Coherence and Cherenkov Effects

Two further aspects play an important role in the emission
physics. At MHz frequencies, the two mechanisms radiate
coherently, i.e., the electric fields (rather than the intensities)
radiated by individual particles add up. The reason is that
the source region is smaller than the wavelength at these
frequencies.

Secondly, the air shower front moves approximately with
the speed of light, whereas the radio emission propagates at
slightly lower velocity due to the density-dependent refrac-
tive index of the atmosphere. For observers along specific
angles to the shower axis, this leads to Cherenkov-like time
compression of the radio emission produced in the above-
described mechanisms [26]. This time-compression leads to
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the Askaryan effect, which is the main emission mechanism in dense
media but is subdominant in air showers. The emission is linearly
polarized, with the electric field vector being aligned radially with
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these two contributions leads to a complex lateral distribu-
tion of the radio signal exhibiting prominent asymmetries,
as is illustrated in Fig. 3.

2.1.2 Evidence for Charge-Excess Emission

The dominance of geomagnetic emission was already well
established in the 1970s. The charge-excess contribution
was predicted theoretically by Askaryan, but generally,
there was no clear indication that it was needed to explain
the measurements. In 1971, one analysis [23] showed that
the radio emission did not vanish even for showers oriented
parallel to the local geomagnetic field as is visible in Fig. 4
(left). This was an indication of a contribution in addition
to the geomagnetic one at ∼14 % level which was pre-
sumed to be the charge-excess effect, but in fact, no further
information on the properties of this contribution was avail-
able. A clear and unambiguous identification was achieved
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Fig. 3 The superposition of the geomagnetic and charge-excess
emission leads to an asymmetric, two-dimensional lateral distribution
of the radio signal, as shown here for a CoREAS simulation [16].
If measured in detail, this reveals a wealth of information on the air
shower properties

only recently with the modern experiments. An analysis of
CODALEMA [24], shown in Fig. 4 (middle), found a sys-
tematic shift of the core positions reconstructed from radio
data with respect to the core positions reconstructed from
particle detectors. This is consistent with the asymmetries in
the radio signal caused by the superposition of geomagnetic
and charge-excess emission (Fig. 3). Even more direct proof
was recently provided by AERA [25], which measured the
orientation of the measured polarization vector as a function
of the antenna location with respect to the shower axis and
found that the data are not explainable by pure geomagnetic
radiation. In adding a linearly polarized contribution with
radial orientation of the electric field vector, as expected for
the charge-excess emission, however, the measurements can
be explained. In Fig. 4 (right), the relative strength a of the
necessary radial component with respect to the geomagnetic
component is displayed for each individual measurement
(antenna). While the value of a shows a significant scat-
ter, the source of which is currently not fully understood,
an average contribution of 14 % of an emission component
with radial electric field orientation was found.

2.1.3 Coherence and Cherenkov Effects

Two further aspects play an important role in the emission
physics. At MHz frequencies, the two mechanisms radiate
coherently, i.e., the electric fields (rather than the intensities)
radiated by individual particles add up. The reason is that
the source region is smaller than the wavelength at these
frequencies.

Secondly, the air shower front moves approximately with
the speed of light, whereas the radio emission propagates at
slightly lower velocity due to the density-dependent refrac-
tive index of the atmosphere. For observers along specific
angles to the shower axis, this leads to Cherenkov-like time
compression of the radio emission produced in the above-
described mechanisms [26]. This time-compression leads to
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Electromagnetic and hadronic energy budgets
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 Large composition dependence at lower energies

(RE, Pierog, Heck, ARNPS 2011)
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of fluorescence profile and muon component will be
combined by experiments under construction HEAT [15]
and AMIGA [16]

V. THE ENERGY RECONSTRUCTION

A. Standard approach

The method usually used to correct the measured
calorimetric energy by the size of missing energy as-
sumes a mixture composition consisting of 50% of
protons and 50% of iron nuclei. It simply takes the
overall missing energy correction factor Cmiss as the
average between corrections for proton and iron nuclei -
Cproton

miss and Ciron
miss. Such mixed mean correction factor

is ploted in Fig. 5 for different high energy interaction
models.
Taking the mixed missing energy correction e.g. for

QGSJET01 model, the Monte-Carlo showers can be
reconstructed as the real ones assuming that the longi-
tudinal profile is measured and the calorimetric energy
estimated. The comparison of the reconstructed primary

particle energy EREC with the simulated primary parti-
cle energy EMC is plotted in Fig. 6 expressed in terms
of (EMC − EREC)/EMC for primary particle energy
1017 eV.
Since only the mixed missing energy correction is ap-

plied, the reconstructed energy is systematically smaller
than the Monte-Carlo energy for the iron primaries
(peaks at the right side of the plot). Vice verso the
reconstructed energy is systematical higher than the
real one, if the primary particles are protons (peaks
at the left side). All showers in Fig. 6 were recon-
structed using average missing energy correction derived
for QGSJET01 model and mixture composition (from
Fig. 5) independently which model was used to simulate
them. Consequently, 5 different peaks corresponding to
5 different interaction models appear at each site of the
plot for both protons and iron nuclei as primary particles.
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B. Muon number approach
When the total number of muons on the ground

is known, the missing energy can be simply deter-
mined from the amount of muons (Fig. 4) shower-by-
shower. It is because the number of muons carries all
the information about the size of the missing energy
independently on the type of primary particle and high
energy interaction model.
Fig. 7 shows the distribution of (EMC−EREC)/EMC

for showers reconstructed using the information about
the amount of muons on the ground. Parametrization
of the dependency of the missing energy size on the
muon number was taken from Fig. 4. The peaks of the
distributions in Fig. 7 almost overlap. It is valid for
the distributions within a given model and also for the
peaks corresponding to different models and different
primary particles. Namely no systematic shifts of the
reconstructed energies for protons and iron induced
showers are obtained.
Even if the improvement in the energy reconstruction

(Fig. 7) is demonstrated only for primary particle energy

(Nyklicek & Travnicek ICRC 2009)
Direct correlation with  
muonic shower component



Electron-muon shower size correlation

102

103

104

105

106

107

108

102 103 104 105 106 107 108 109 1010

N
um

be
r o

f m
uo

ns
 N

µ
 (E

µ
>1

 G
eV

)

Shower size Ne (Ee>1 MeV)

QGSJet, proton
iron

Combined energy-composition analysis

1014 eV

1015 eV

1017 eV

1016 eV

Example: KASCADE-Grande

10



Model dependence of predictions

Strong model dependence !
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Accelerator data
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Cosmic ray flux and interaction energies
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Importance of different interaction energiesSensitivity of Air Showers to Interactions
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Sensitivity of Air Showers to Interactions
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Muons: majority produced in low energy interactions (30-200 GeV lab.)

Shower particles produced in 
100 interactions of highest 
energy

Electrons

Muons

Electrons/photons:  
high-energy interactions

Muons/hadrons: 
low-energy interactions

Low-energy 
interactions

(Ulrich, APS 2012)



Muon production at large lateral distance
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  200	
  m	
  from	
  core

µ+

π+

ν

π+

Typically	
  5-­‐6 
interac5ons

Muon production in extensive air showers and its relation to hadronic interactions

Table 1. Particle types of mother and grandmother particles in a vertical proton induced shower at

10
15eV.

mother grandmother

pions 89.2% 72.3%

kaons 10.5% 6.5%

nucleons - 20.9%

for 60◦ inclined proton showers, see Fig. 4 (left). The peak at 106GeV in the nucleon en-

ergy spectrum shows that also a fraction of muons stems from decays of mesons produced

in the first interaction in a shower. Furthermore, the step at 80GeV clearly indicates a mis-

match between the predictions of the low-energy model GHEISHA and the high-energy

model QGSJET. In Fig. 3 (right) the grandmother particle energy spectrum is shown for

different ranges of lateral muon distance. The maximum shifts with larger lateral distance

to lower energies. The same behaviour is visible for inclined showers, see Fig. 4 (right).

Comparing the last interaction in EAS with collisions studied at accelerators, one has

to keep in mind that the grandmother particle corresponds to the beam particle and the

mother particle is equivalent to a secondary particle produced in e.g. a minimum bias p-N

interaction. The most probable energy of the grandmother particle is within the range of

beam energies of fixed target experiments e.g. at the PS and SPS accelerators at CERN.
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Fig. 3. Energy distribution of grandmother particles in vertical proton showers. Left panel: different

grandmother particle types for a muon lateral distance range of 0-500m at ground level. Right panel:

different lateral distances, all particle types are summed up.

4 Relevant phase space regions

The further study of the relevant phase space of the mother particles is done for two

different grandmother energy ranges and muon lateral distance ranges at ground level, see

Tab. 2. The lateral distance ranges are chosen to resemble typical lateral distancesmeasured

at KASCADE and KASCADE-Grande, respectively [10]. Motivated by the availability of

protons as beam particles at accelerators we consider only those last interactions in EAS

Czech. J. Phys. 51 (2001) A 3

(Meurer et al. Czech. J. Phys. 2006)

Ep±,dec ⇠ 100GeV

Example: KASCADE, proton shower

E = 1015 eV
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  interac5on  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  muon

Muons in UHE Air Showers

air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘
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2

Muon	
  observed	
  at	
  1000	
  m	
  from	
  core

µ+

π+

ν

π+

(Maris	
  et	
  al.	
  ICRC	
  2009)

Typically	
  8-­‐10 
interac5ons

Ep±,dec ⇠ 30GeV
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of the charged yield. ALICE does not correct for this contribution, whereas CMS does. We have removed
this small contribution from all our model predictions by counting only the produced charged hadrons.

IV. DATA VERSUS MODELS

A. Particle pseudorapidity densities

The dNch/dη|η=0 distributions of charged hadrons measured in NSD collisions at the LHC (0.9, 2.36
and 7.0 TeV) by ALICE and CMS (as well as by UA5 at 900 GeV) are shown in Fig. 2 compared to
two pythia 6.4 tunes, pythia 8 and to phojet. In the pythia case, the NSD predictions are obtained
switching off the single-diffractive contributions6, without any hadron-level trigger. Since the effects of the
LHC MB-selections have been corrected for by the experiments themselves using pythia (and phojet as
a cross-check), this is a consistent comparison.
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FIG. 2: Pseudorapidity distributions of charged hadrons, h± ≡ (h+ + h−)/2, measured in NSD p-p events at the
LHC (

√
s = 0.9, 2.36 and 7 TeV) by ALICE [36, 37] and CMS [38, 39] (and by UA5 [42] in p-p̄ at 900 GeV) compared

to three different versions of the pythia and phojet MCs. The dashed band is the systematic uncertainty of the
CMS experiment which is similar to those of the two other measurements.

6 MSUB(92)=MSUB(93)=0 in pythia 6.4, SoftQCD:singleDiffraction=off in pythia 8.
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Detailed LHC comparison
(D‘Enterria et al., Astropart. Phys. 
35, 2011)

Protons:  Elab = 3 x 1016 eV

Models for air showers typically better in agreement with LHC data

(data from all LHC experiments, CMS shown as example)
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Inelastic Proton-Proton Cross-Section
Standard Glauber conversion + propagation of modeling uncertainties
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Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are

LHCf Collaboration / Physics Letters B 703 (2011) 128–134 133
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(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
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LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are

(Itow, ICRC 2015)

(LHCf Collab., Phys. Lett. B 703, 2011)
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(LHCf, 1507.08764)
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Figure 6: Total, inelastic and elastic p-p cross section calculated with EPOS 1.99 (solid line),
QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1 (dotted line) on left
panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right panel. Points are data
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• Antibaryon production rate, discussion of comparison Tevatron vs. LHC
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(Pierog 2013, 2014)
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• Very forward photon production (LHCf, Feynman-x)

3.3 Predicted air shower properties

Old and new models (two stacked plots):

• Xmax vs. shower energy

• Muon number vs. shower energy

• Muon energy spectrum

8

(Pierog 2013, 2014)
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Why did the muon number change so much ?

25

p+

p�

p0

p̄

n̄

p̄

L̄
p̄
p

p
p̄

1	
  Baryon-­‐AnFbaryon	
  pair	
  producFon	
  	
  	
  (Pierog,	
  Werner)	
  
• Baryon	
  number	
  conserva5on	
  
• Low-­‐energy	
  par5cles:	
  large	
  angle	
  to	
  shower	
  axis	
  
• Transverse	
  momentum	
  of	
  baryons	
  higher	
  
• Enhancement	
  of	
  mainly	
  low-­‐energy	
  muons

Baryon  
sub-­‐shower

Meson 
sub-­‐shower

Decay	
  of  
leading	
  par5cle

(Grieder	
  ICRC	
  1973;	
  Pierog,	
  Werner	
  PRL	
  101,	
  2008)

2	
  Leading	
  parFcle	
  effect	
  for	
  pions	
  	
  	
  	
  (Drescher	
  2007,	
  Ostapchenko)	
  
• Leading	
  par5cle	
  for	
  a	
  π	
  could	
  be	
  ρ0	
  and	
  not	
  π0	
  
• Decay	
  of	
  ρ0	
  almost	
  100%	
  into	
  two	
  charged	
  pions

Not	
  directly	
  related	
  to	
  LHC	
  data:

π± ~30% chance to have
π0 as leading particle



Baryon pair-production rate
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1 baryon production at E735 and CMS
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Figure 1: ratio of anti-protons to pions
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Figure 2: anti-proton to proton ratio
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(Pierog,	
  Werner	
  Phys.	
  Rev.	
  LeN.	
  101,	
  2008)

Tevatron	
  data	
  (E735:	
  1800	
  GeV)
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1

LHC	
  data	
  (CMS:	
  900	
  and	
  2760	
  GeV)

LHC	
  measurements	
  do	
  not	
  confirm 
Tevatron	
  data	
  (rapidity	
  vs.	
  pseudorap.?) (Riehn	
  et	
  al.,	
  2012)



Rho production in pion-proton interactions (i)
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NA22

Sibyll 2.3rc

(Riehn et al., ICRC 2015)

x

F

= pk/p

max

Elab = 250GeV

p+ p ! p0 ! 2g

p+ p ! r0 ! p+ p�

Sibyll 2.1

NA22



Rho production in pion-proton interactions (ii)
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Sibyll 2.3rc

(Riehn et al., ICRC 2015)

NA22

Sibyll 2.3 (release candidate)

factor ~1.3

Description of 
data not optimal



Rho production in pion-proton interactions (iii)
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Sibyll 2.3rc mod π0

(Riehn et al., ICRC 2015)

NA22

Sibyll 2.3rc mod π0

factor ~2

Ad hoc modified ρ0 and π0 production



NA22 data only for pion-proton. 

What about pion-nucleus interactions?

30



NA61 fixed-target experiment at CERN SPS
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Dedicated cosmic ray runs 
(π-C at 158 and 350 GeV) 

Analyzed by Auger members

Results from Pion-Carbon Interactions Measured by NA61/SHINE A. E. Hervé
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Figure 2: Inclusive production of charged pions in p�+C interactions at beam energies of 158 and
350 GeV/c. For better visibility, the spectra from the nth momentum bin are multiplied by a factor of
1/4n. The momentum increases from top to bottom as indicated in the legend on the right.

4. Production of r0 Mesons

The measurement of resonances in p+C is useful to constrain the production of r0 meson,
which is important to predict the number of muons observed in air showers as the baryon fraction
(see e.g. Ref. [19]).

In the inclusive p+p� mass spectra there is a large combinatorial background, which domi-
nates over the effective mass distributions of individual resonances. The method used to estimate

4
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Figure 2: Inclusive production of charged pions in p�+C interactions at beam energies of 158 and
350 GeV/c. For better visibility, the spectra from the nth momentum bin are multiplied by a factor of
1/4n. The momentum increases from top to bottom as indicated in the legend on the right.

4. Production of r0 Mesons

The measurement of resonances in p+C is useful to constrain the production of r0 meson,
which is important to predict the number of muons observed in air showers as the baryon fraction
(see e.g. Ref. [19]).

In the inclusive p+p� mass spectra there is a large combinatorial background, which domi-
nates over the effective mass distributions of individual resonances. The method used to estimate

4

(NA61, Herve ICRC 2015, Unger CRIS 2015)



NA61 results on rho production on carbon
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Results from Pion-Carbon Interactions Measured by NA61/SHINE A. E. Hervé
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Figure 4: p+p� mass distribution in p�+C interactions at 158 GeV/c in the range 0.4 < xF < 0.5. Dots
with error bars denote the data and the fitted resonance templates are shown as filled histograms. The vertical
lines indicate the range of the fit.

the background is the so called charge mixing, which uses the (p+p++p�p�) mass spectra as an
estimate of the background.

The fitting procedure uses templates of the p+p� mass distribution for each resonance. These
templates are constructed by passing simulated p+C interactions, generated with the EPOS1.99 [20]
hadronic interaction model using CRMC [21], through the full NA61 detector Monte Carlo chain.
All the cuts that are applied to the data are also applied to the templates. This method of using
templates allows for the fitting of both resonances with dominant three body decays, such as the w ,
and resonances with non p+p� decays, such as the K⇤0. The data is split into bins of Feynman-x,
xF .

The fit to the p+p� mass spectrum is performed between masses of 0.4 GeV/c and 1.5 GeV/c
using the following expression:

F(m) = Â
i

bi Ti(m)

where bi is the relative contribution for each template, Ti, used. An example of one of these fits can
be seen in Fig. 4, The templates in the fit are the background found from charge mixing and the
following resonances: r0, K⇤0, w , f2, f0 (980), a2, h and K0

S.
The fitting method is validated by applying the same procedure to the simulated data set which

was used to construct the templates for the fit. For the majority of xF bins there is good agreement
between the fit and the true value, with some discrepancies for larger xF bins of up to 20%. This
bias is corrected for in the final analysis. The data is also corrected for losses due to the acceptance
of the detector, as well as any bias due to the cuts used and any reconstruction efficiencies. Apart
from the acceptance, these corrections are typically less than 20%.

The average multiplicity of r0 mesons is presented in Fig. 5. Also shown are predictions by
EPOS1.99 [20], DPMJET3.06 [22], SIBYLL2.1 [23], QGSJETII-04 [24] and EPOSLHC [25]. It
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Figure 5: Average multiplicity of the r0 meson in p+C at pbeam = 158GeV/c as a function of Feynman-x.
The bars show the statistical errors; the bands indicate systematic errors. The lines depict predictions of
hadronic interaction models: red - EPOS1.99, blue - DPMJET3.06, black - SIBYLL2.1, green - QGSJETII-
04, dashed red - EPOSLHC.

can be seen that there is an underestimation of the r0 for almost all hadronic interaction models,
with the exception of QGSJETII-04 for xF > 0.8. It is interesting to note that while QGSJETII-04
and EPOSLHC were tuned to NA22 p++p data [26], there is an underestimation in p�+C.

Systematic errors are estimated by comparing correction factors for different hadronic interac-
tion models (EPOS and DPMJET), comparing the correction for the bias using different background
estimates and varying the cuts applied to the data. The systematic is dominated by the background
estimates, up to 14%, where as the other errors are less than 4%. Other sources of uncertainty, such
as using templates from a different model, are found to be much smaller.

5. Conclusions and Outlook

In this article, we summarized results from pion-carbon interactions measured with the multi-
purpose experiment NA61/SHINE at the CERN SPS, which are of importance for the modeling of
cosmic ray air showers.

The comparisons to hadronic interaction models shown in this article suggest that these models
require further tuning to reproduce the charged pion spectra and r0 production.

It is planned to further refine both analyses presented here, including the measurement of
inclusive spectra of charged kaons and protons as well as the study of the multiplicities of other
resonances in addition to the r0.

Acknowledgment: This work was supported by the Hungarian Scientific Research Fund (grants OTKA 68506
and 71989), the Janos Bolyai Research Scholarship of the Hungarian Academy of Ât’ Sciences, the Polish Ministry of
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4

Figure 5: An example of reconstructed event from the 2007 run. The red lines correspond to the fitted tracks, the yellow
(grey) points to the used (unused) TPC clusters.
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Figure 6: Invariant mass distribution of reconstructed K0
S

candidates. Mean value of the peak is indicated. MC dis-
tribution (dashed histogram) is normalized to the data right
tail.

(iii) matching of track segments from di�erent TPCs
into global tracks,

(iv) track fitting through the magnetic field and deter-
mination of track parameters at the first measured
TPC cluster,
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Figure 7: Track reconstruction e�ciency for negatively
charged particles as a function of momentum in the polar
angle interval [100,140] mrad.

(v) determination of the interaction vertex as the in-
tersection point of the incoming beam particle with
the middle target plane,

(vi) refitting the particle trajectory using the interaction
vertex as an additional point and determining the
particle momentum at the interaction vertex and

(NA61, Herve, ICRC 2015)

(Riehn 2015)

Invariant mass of two charged tracks

p�C ! r0 ! p+ p�
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- EPOS and QGSJet tuned to reproduce π-p data 
- Apparently origin of rho production not understood 
- Suppression of π0 production rather strong 
- Energy dependence of these effects could be important

NA22 NA22
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directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
⟨Xmax⟩ and ⟨lnA⟩ at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

⟨Xmax⟩ = ⟨Xmax⟩p + fE⟨lnA⟩, (9)

where ⟨Xmax⟩p is the average depth of the shower max-
imum for proton showers at the given energy and fE
an energy-dependent parameter [4, 41]. The parameters
⟨Xmax⟩p and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by substi-

tuting Nµ,p = (E/ξc)β and computing the average loga-
rithm of the muon number

⟨lnNµ⟩ = ⟨lnNµ⟩p + (1 − β)⟨lnA⟩ (10)

β = 1− ⟨lnNµ⟩Fe − ⟨lnNµ⟩p
ln 56

. (11)

Since Nµ ∝ Rµ, we can replace lnNµ by lnRµ. The same
can be done in Eq. (2), which also holds for averages due
to the linearity of differentiation.
We estimate the systematic uncertainty of the approx-

imate Heitler model by computing β from Eq. (11), and
alternatively from d⟨lnRµ⟩p/d lnE and d⟨lnRµ⟩Fe/d lnE.
The three values would be identical if the Heitler model
was accurate. Based on the small deviations, we es-
timate σsys[β] = 0.02. By propagating the system-
atic uncertainty of β, we arrive at a small systematic
uncertainty for predicted logarithmic muon content of
σsys[⟨lnRµ⟩] < 0.02.
With Eq. (9) and Eq. (10), we convert the measured

mean depth ⟨Xmax⟩ into a prediction of the mean loga-
rithmic muon content ⟨lnRµ⟩ at θ = 67◦ for each hadronic
interaction model. The relationship between ⟨Xmax⟩ and
⟨lnRµ⟩ can be represented by a line, which is illustrated
in Fig. 5. The Auger measurements at 1019 eV are also
shown. The discrepancy between data and model predic-
tions is shown by a lack of overlap of the data point with
any of the model lines.
The model predictions of ⟨lnRµ⟩ and d⟨lnRµ⟩/d lnE

are summarized and compared to our measurement in
Fig. 6 and 7, respectively. ForQGSJetII-03,QGSJetII-
04, and Epos LHC, we use estimated ⟨lnA⟩ data
from Ref. [39]. Since QGSJet01 has not been in-
cluded in that reference, we compute ⟨lnA⟩ using
Eq. (9) [4] from the latest ⟨Xmax⟩ data [39]. The sys-
tematic uncertainty of the ⟨lnRµ⟩ predictions is de-
rived by propagating the systematic uncertainty of ⟨lnA⟩
(±0.03 (sys.)), combined with the systematic uncertainty
of the Heitler model (±0.02 (sys.)). The predicted loga-
rithmic gain d⟨lnRµ⟩/d lnE is calculated through Eq. (2),
while d lnA/d lnE is obtained from a straight line fit to
⟨lnA⟩ data points between 4× 1018 eV and 5× 1019 eV.
The systematic uncertainty of the d⟨lnRµ⟩/d lnE predic-
tions is derived by varying the fitted line within the sys-
tematic uncertainty of the ⟨lnA⟩ data (±0.02 (sys.)), and
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FIG. 5. Average logarithmic muon content ⟨lnRµ⟩ (this
study) as a function of the average shower depth ⟨Xmax⟩ (ob-
tained by interpolating binned data from Ref. [39]) at 1019 eV.
Model predictions are obtained from showers simulated at
θ = 67◦. The predictions for proton and iron showers are di-
rectly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

by varing β within its systematic uncertainty in Eq. (2)
(±0.005 (sys.)).

The four hadronic interaction models fall short in
matching our measurement of the mean logarithmic
muon content ⟨lnRµ⟩. QGSJetII-04 and Epos LHC
have been updated after the first LHC data. The dis-
crepancy is smaller for these models, and Epos LHC
performs slightly better than QGSJetII-04. Yet none
of the models is covered by the total uncertainty inter-
val. The minimum deviation is 1.4 σ. To reach consis-
tency, the muon content in simulations would have to be
increased by 30% to 80%. If on the other hand the pre-
dictions of the latest models were close to the truth, con-
sistency could only be reached by increasing the Auger
energy scale by about 30%. Without a self-consistent
description of air shower observables, conclusions about
the mass composition from the measured absolute muon
content remain tentative.

The situation is better for the logarithmic gain
d⟨lnRµ⟩/d lnE. The measured value is higher than
the predictions from ⟨lnA⟩ data, but the discrepancy is
smaller. If all statistical and systematic uncertainties are
added in quadrature, the deviation between measurement
and ⟨lnA⟩-based predictions is 1.3 to 1.4 σ. The statisti-
cal uncertainty is not negligible, which opens the possi-
bility that the apparent deviation is a statistical fluctua-
tion. If we assume that the hadronic interaction models
reproduce the logarithmic gain of real showers, which is
supported by the internal consistency of the predictions,
the large measured value of d⟨lnRµ⟩/d lnE disfavors a
pure composition hypothesis. If statistical and system-

Muon number in inclined showers
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Combination of information on 
mean depth of shower maximum 
and muon number at ground

(Auger, arXiv:1408.1421)
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subtraction of the detection uncertainties from the total
spread. Its systematic uncertainty of ±0.033 is estimated
from the variations just described (±0.014 (sys.) in total),
and by varying the detection uncertainties within a plau-
sible range (±0.030 (sys.)).
At θ = 67◦, the average zenith angle of the data set,

Rµ = 1 corresponds to Nµ = 1.455× 107 muons at the
ground with energies above 0.3GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith
angle down to an altitude of 1425m and count muons at
the ground with energies above 0.3GeV. Their number
should then be divided by Nµ = 1.455× 107 to obtain
RMC

µ , which can be directly compared to our measure-
ment.
Our fit yields the average muon content ⟨Rµ⟩. For

model comparisons the average logarithmic muon con-
tent, ⟨lnRµ⟩, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute
⟨lnRµ⟩ numerically based on our fitted model of the in-
trinsic fluctuations:

⟨lnRµ⟩(1019 eV) =
∫ ∞

0

lnRµ N (Rµ) dRµ

= 0.601± 0.016+0.167
−0.201(sys.), (8)

where N (Rµ) is a Gaussian with mean ⟨Rµ⟩ and spread
σ[Rµ] as obtained from the fit. The deviation of ⟨lnRµ⟩
from ln⟨Rµ⟩ is only 2% so that the conversion does not
lead to a noticeable increase in the systematic uncer-
tainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, nor
for a dependence on the zenith angle or the distance of
the shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ = 67◦ with the
hadronic interaction models QGSJetII-04 and Epos
LHC is shown in Fig. 4. The ratio ⟨Rµ⟩/(E/1019 eV)
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number.
We compute the ratio from Eq. (4) (line), and alterna-
tively by a bin-wise averaging of the original data (data
points). The two ways of computing the ratio are visually
in good agreement, despite minor bin-to-bin migration
effects that bias the bin-by-bin method. The fitting ap-
proach we used for the data analysis avoids the migration
bias by design.
Proton and iron showers are well separated, which il-

lustrates the power of ⟨Rµ⟩ as a composition estimator.
A caveat is the large systematic uncertainty on the abso-
lute scale of the measurement, which is mainly inherited
from the energy scale [40]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
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FIG. 4. Average muon content ⟨Rµ⟩ per energy E as a func-
tion of the shower energy E, as measured bin-by-bin (circles)
and by the fit of Eq. (4) (line). Square brackets indicate the
systematic uncertainty of the bin-by-bin data points, the di-
agonal offsets are caused by the correlated effect of systematic
shifts in the energy scale. The grey band indicates the sta-
tistical uncertainty of the fitted line. Shown for comparison
are theoretical curves for proton and iron showers simulated
at θ = 67◦ (dotted and dashed lines). Black triangles at the
bottom indicate the energy bin edges. The binning was ad-
justed to obtain equal numbers of events per bin.

hadronic interaction models around and above energies
of 1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the

data is the high abundance of muons in the data. The
measured muon number is higher than in pure iron show-
ers, suggesting contributions of even heavier elements.
This interpretation is not in agreement with studies based
on the depth of shower maximum [39], which show an av-
erage logarithmic mass ⟨lnA⟩ between proton and iron in
this energy range. We note that our data points can be
moved between the proton and iron predictions by shift-
ing them within the systematic uncertainties, but we will
demonstrate that this does not completely resolve the
discrepancy. The logarithmic gain d⟨lnRµ⟩/d lnE of the
data is also large compared to proton or iron showers.
This suggests a transition from lighter to heavier ele-
ments that is also seen in the evolution of the average
depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth ⟨Xmax⟩
of the shower maximum. A valid hadronic interaction
model has to describe all air shower observables consis-
tently. We have recently published the mean logarith-
mic mass ⟨lnA⟩ derived from the measured average depth
of the shower maximum ⟨Xmax⟩ [39]. We can therefore
make predictions for the mean logarithmic muon content
⟨lnRµ⟩ based on these ⟨lnA⟩ data, and compare them

Number of muons in showers with θ>60°

Muon	
  discrepancy	
  in	
  Auger	
  and	
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Figure 9: Conversion of hXµ
maxi (circles) and hXmaxi (triangles) [39] to hln Ai, as a function of energy. On the left (right) plot

we use QGSJetII-04 (Epos-LHC) as the reference hadronic model. See text for a detailed discussion of the difference between
models. Brackets correspond to the systematic uncertainties.

Xµ
max values indicates a change in composition as the

energy increases. Data show a flatter trend than
pure proton or pure iron predictions (35.9 ± 1.2 and
48.0 ± 1.2 g/cm2/decade respectively5). We measure
a value of dhXµ

maxi/d log10 E = �25 ± 22 (stat.) ±
21 (syst.) g/cm2/decade. This value deviates from a
pure proton (iron) composition by 1.8 (2.3) s.

In Figure 8 we observe how QGSJetII-04 and Epos-
LHC estimate, for both proton and iron, a similar
muonic elongation rate (evolution of Xµ

max with energy)
but with considerable differences in the absolute value
of Xµ

max. While the Auger data are bracketed by
QGSJetII-04, they fall below the Epos-LHC estimation
for iron. Therefore, the study of the MPD profile can
also be used as a tool to constrain hadronic interaction
models.

Xmax and Xµ
max are strongly correlated mainly by the

depth of first interaction [29, 38]. According to sim-
ulations the correlation factor between these two ob-
servables is � 0.8. Therefore, similarly to Xmax, Xµ

max is
correlated with the mass of the incident cosmic ray par-
ticle. We can thus convert both observables into hln Ai
using the same interaction model [8, 36].

Figure 9 shows the outcome of this conversion for
two different hadronic models. For Epos-LHC the re-
sults go towards primaries heavier than iron (ln AFe '
4). But the most striking feature is that the mean ln A
values extracted from the measurements of Xmax and

5 Mean values between QGSJetII-04 and Epos-LHC predictions.

Xµ
max are incompatible at a level of at least 2.5 s. Epos-

LHC does not offer a consistent description of the elec-
tromagnetic and muonic components of the EAS. With
QGSJetII-04 we obtain compatible values for hln Ai but
it should be noted that this model has problems to de-
scribe in a consistent way the first two moments of the
ln A distribution obtained from the Xmax measurements
done with the FD [8]. The discrepancy between the
two models can be attributed to the fact that Epos-LHC
has been tuned to better represent the rapidity-gap dis-
tribution of proton-proton collisions at the LHC [37],
compared to previous versions and other models as
QGSJetII-04. As shown in Figure 8, those changes (that
vary the forward multiplicity and elasticity of diffrac-
tive interactions) translate into deeper developments of
the muonic component of the shower, keeping the EM
part almost unchanged [37]: a modification in the elas-
ticity has a relatively small effect on the electromagnetic
development of the shower as only the first hadronic in-
teraction is dominant, but since many interactions are
taking place before the production of muons, it is a cu-
mulative effect which shows up in the muon develop-
ment. In summary, the measurement of muon profiles
provides complementary and valuable insight which
sets additional constraints on model descriptions and
improves understanding of hadronic interactions at the
highest energies ever probed.

VIII. CONCLUSIONS

The FADC traces from the water-Cherenkov detec-
tors of the Pierre Auger Observatory located far from

12

Table II: Evaluation of the main sources of systematic uncer-
tainties in Xµ

max.

Source Sys. uncertainty [g/cm2]
Reconstruction, 10

hadronic model and primary
Seasonal effect 12

Time variance model 5

Total 17

array, completely uncorrelated with the genuine
primary shower signal. Random accidental sig-
nals can have a damaging effect on the data qual-
ity since they can trigger some stations of the ar-
ray, distorting the reconstruction of the showers.
In our analysis, the main impact comes from a
possible underestimation of the start time of the
traces due to an accidental signal prior to the true
one. Using an unbiased sample of random acci-
dental signals extracted from data events collected
in the SD stations, we have studied the influence
of accidental signals in the Monte Carlo recon-
structions. Regardless of the energy and primary
mass, we have found a systematic underestima-
tion by ⇠4.5 g/cm2 in the determination of Xµ

max.
We have corrected for this bias in our data.

Atmospheric profile. For the reconstruction of the
MPD profiles, the atmospheric conditions at the
Auger site, mainly height-dependent atmospheric
profiles, have to be well known. To quantify the
influence of the uncertainty in the reconstructed
atmospheric profiles on the value of Xµ

max, a di-
rect comparison of GDAS data3 with local atmo-
spheric measurements4 has been performed on an
event-by-event basis. We have obtained a distribu-
tion with a small shift of 2.0 g/cm2 in Xµ

max and a
RMS of 8.6 g/cm2.

Selection efficiency. The selection efficiency for heavy
primaries is larger than for protons since the for-
mer have a muon-richer signal at the ground. The
analysis was conceived to keep this difference be-
low 10% for the whole energy range. This differ-
ence in efficiency, although small, may introduce
a systematic effect in the determination of Xµ

max.
We have determined it by running our analysis
over a 50/50 mixture of protons and irons, result-

3 GDAS is a publicly available data set containing all main state vari-
ables dependent on altitude with a validity of 3 hours for each data
set [34, 35].

4 Intermittent meteorological radio soundings with permanent
ground-based weather stations.
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Figure 8: hXµ
maxi as a function of energy. The prediction of dif-

ferent hadronic models for proton and iron are shown. Num-
bers indicate the number of events in each energy bin and
brackets represent the systematic uncertainty.

ing in a negligible contribution to the systematic
uncertainty of  2 g/cm2.

Table II summarizes the sources contributing to the
systematic uncertainty. The overall systematic uncer-
tainty in hXµ

maxi amounts to ⇠17 g/cm2. This repre-
sents approximately 25% of the proton-iron separation.

VI. RESULTS

The data set used in this analysis comprises events
recorded between 1 January 2004 and 31 December
2012. We compute the MPD distributions on an event-
by-event basis. To guarantee an accurate reconstruction
of the longitudinal profile we impose the selection crite-
ria described in Section V B. For the angular range and
energy threshold set in this analysis, our initial sample
contains 500 events. After our quality cuts it is reduced
to 481 events.

The evolution of the measured hXµ
maxi as a function of

the energy is shown in Figure 8. The data are grouped
in five energy bins of width 0.1 in log10(E/eV), except
for the last bin which contains all events with energy
above log10(E/eV) = 19.7 (E = 50 EeV). The sizes of
error bars represent the standard deviation of the mean.

VII. DISCUSSION

Under the assumption that air-shower simulations
are a fair representation of reality, we can compare
them to data in order to infer the mass composition
of UHECR. For interaction models (like those used
for Figure 8) that assume that no new physics ef-
fects appear in hadronic interactions at the energy
scales probed by Auger, the evolution of the mean

Xµmax	
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Figure 15: Inelasticity as a function of center-of-mass energy for p-p interactions on left panel and
p-O interactions on right panel. Predictions are from EPOS LHC (solid line) and QGSJETII-04
(dashed line).
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Construction of phenomenological model
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Impact on predicted depth of shower maximum
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Figure 3: Impact on Xmax.

Edec =
E0

(ntot)n after n interactions. Since one muon is produced in the decay of each charged

particle, we get

Nµ = nn
ch =

(

E0

Edec

)α

, (3)

with α = ln nch/ ln ntot = 1 + ln R/ ln ntot ≈ 0.82 . . . 0.95 [3] where R = nch/ntot < 1. The
number of muons produced in an air shower depends not only on the primary energy and
air density, but also on the total particle multiplicities and in a much more sensitive way [4]
of the charged over all particle ratio of hadronic interactions.

It should be kept in mind that the parameters of the model are only effective quantities
and are not identical to the respective quantities measured at accelerators. In particular, the
approximation of all secondary particles carrying the same energy is only motivated by the
fact that it allows us to obtain simple, closed expressions. The well-known leading particle
effect, typically quantified by the (in)elasticity of an interaction, can be implemented in the
model [2] but will not be considered here.

• Elongation rate theorem and scaling violations

• Results of study with re-scaled model features

• Importance of baryon-antibaryon pairs

4

p

He

CNO

Fe

Si

proton, 1019.5 eV iron, 1019.5 eV

(Berge et al., 2014)



Impact on predicted muon number at ground
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Figure 4: Impact on muon number predictions.
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Figure 5: Impact on shower size at ground level.
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Figure 2.3: Model predictions of Xmax and the
number of muons at ground for E = 1019eV. Pho-
ton showers develop mainly in the electromag-
netic cascade due to the small cross section for
photo-nuclear interaction. As a result, the number
of muons on ground is one order of magnitude
smaller than for hadronic showers. The differ-
ences in the model predictions are much smaller
because the electromagnetic cascade is very well
understood. From [6].

where C(s) is a normalization constant depending on the shower age and f denotes the polar
angle in the plane perpendicular to the shower axis.

Hadronic showers can be described by a similar approach. The main difference is that,
in each hadronic interaction, many secondaries (usually pions) are produced. The number
of secondary mesons (multiplicity) is model-dependent. For ntot pions, nch = 2

3 ntot charged
pions are created. Charged pions usually decay to muons. The number of muons after n
generations reads as

Nµ = (nch)n =

✓
E0

Edec

◆a

,

where Edec is the critical energy where decay is preferred over re-interaction and a depends
on the hadronic interaction model.

The energy in the hadronic and electromagnetic cascade is given by

Ehad =

✓
2
3

◆n
E0 Eem = E0 � Ehad .

Clearly, the fraction of energy transferred to the electromagnetic cascade increases with the
number of generations, and hence with the primary energy.

The results of these simple considerations are confirmed by detailed MC simulations. The
number of particles at maximum NA

max, the number of muons Nµ and the depth of maximum
Xmax for showers initiated by heavy nuclei can be derived from the superposition model. The
model states that a heavy nucleus of mass A and energy E can be viewed as a superposition
of A independent nucleons with energy Eh = E/A. It is justified because the kinetic energy

7

(Kampert & Unger, APP 35 (2012) 660)
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Changes of 10% important

proton, 1019.5 eV

iron, 1019.5 eV

(Berge et al., 2014)



Pion-proton and pion-nucleus interactions
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Physics discussed in detail for HERA (H1 and ZEUS)  
(see, for example, Khoze et al. Eur. Phys. J. C48 (2006), 797  
Kopeliovich & Potashnikova et al.)
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Fig. 1. a The pion-exchange amplitude and b the correspond-
ing dominant triple-Regge contribution to the cross section of
the inclusive production of leading neutrons at HERA, γp→
Xn

have

dσ(γp→Xn)

dxL dt
= S2

G2
π+pn

16π2

(−t)
(t−m2

π)2
F 2(t)

× (1−xL)1−2απ(t)σtot
γπ (M2) , (1)

where the coefficient of σtot
γπ is called the pion flux. The pion

trajectory, απ(t) = α′π(t−m2
π), is taken to have slope α′π ≃

1 GeV−2, and the π+pn coupling constant is G2
π+pn

/8π =
13.75 [3, 4]. The invariant mass M of the produced sys-
tem X is given by M2 ≃ s(1−xL). F (t) is the form factor
resulting from the pion–nucleon and ππP vertices with off-
mass-shell pions; see Fig. 1b. The survival factor S2, which
takes into account absorptive corrections, depends on xL

and pt of the leading neutron. The calculation of S2 is out-
lined in the appendix.

The cross section of the γπ interaction, σtot
γπ , and the

pion structure function, Fπ2 , are the quantities measured
in photoproduction and deep-inelastic scattering respec-
tively, where

σtot
γ∗π =

4π2α

Q2
Fπ2 . (2)

We use the additive quark model to obtain theoretical esti-
mates, assuming for photoproduction

σtot
γπ =

2

3
σtot
γp , (3)

and for deep-inelastic scattering1

Fπ2 (x,Q2) =
2

3
F p

2

(
2

3
x,Q2

)
. (4)

We rescale the Bjorken variable x in order to have the same
energy for the γ∗-valence q interaction. Another possibil-

1 Unfortunately, the present parametrizations of the parton
distributions of the pion are unreliable in the low x region of
interest. Therefore we take (4).

Fig. 2. The predictions for the xL spectra of photoproduced
leading neutrons compared with preliminary ZEUS data [5];
only the systematic errors on the data points are indicated,
as these dominate the statistical errors. The dotted , dashed
and lower continuous curves are respectively the results assum-
ing first only reggeized π exchange, then including absorptive
effects, and finally allowing for migration; the calculation is de-
scribed in [1], updated here to allow for the different experimen-
tal cuts. The upper continuous curve corresponds to including
ρ- and a2-exchange contributions, as well as π-exchange, as de-
scribed in Sect. 4

ity which we will discuss is to simultaneously rescale Q by
the ratio of the pion and proton radii. It was shown in [1]
that if we take a reasonable value of the neutron absorption
cross section2 then this approach satisfactorily describes
the ZEUS data for the photoproduction of leading neu-
trons at large xL. The description, updated for the new
experimental cuts used in [5], is shown in Fig. 2. From the
figure we see that the absorptive corrections reduce the
cross section, given simply by reggeized pion exchange, by
a factor S2, averaged over p2

t , of about 0.5 independent
of xL .

From the theoretical point of view, it would be best to
observe leading neutrons produced in DIS at very large Q2

where the rescattering absorptive corrections are negligi-
ble; and to measure Fπ2 in a most direct and clear way.
Unfortunately, the event rate at large Q2 is limited. The
ZEUS preliminary data [5] correspond to Q2 > 2 GeV2,
with an average, ⟨Q2⟩, of 16 GeV2, so we cannot neglect
absorption even in the DIS data sample. To be precise we
have to integrate over the size of the qq̄ pair produced by

2 The value taken was motivated by the ρ-dominance model
of the photon.
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effects, and finally allowing for migration; the calculation is de-
scribed in [1], updated here to allow for the different experimen-
tal cuts. The upper continuous curve corresponds to including
ρ- and a2-exchange contributions, as well as π-exchange, as de-
scribed in Sect. 4

ity which we will discuss is to simultaneously rescale Q by
the ratio of the pion and proton radii. It was shown in [1]
that if we take a reasonable value of the neutron absorption
cross section2 then this approach satisfactorily describes
the ZEUS data for the photoproduction of leading neu-
trons at large xL. The description, updated for the new
experimental cuts used in [5], is shown in Fig. 2. From the
figure we see that the absorptive corrections reduce the
cross section, given simply by reggeized pion exchange, by
a factor S2, averaged over p2

t , of about 0.5 independent
of xL .

From the theoretical point of view, it would be best to
observe leading neutrons produced in DIS at very large Q2

where the rescattering absorptive corrections are negligi-
ble; and to measure Fπ2 in a most direct and clear way.
Unfortunately, the event rate at large Q2 is limited. The
ZEUS preliminary data [5] correspond to Q2 > 2 GeV2,
with an average, ⟨Q2⟩, of 16 GeV2, so we cannot neglect
absorption even in the DIS data sample. To be precise we
have to integrate over the size of the qq̄ pair produced by

2 The value taken was motivated by the ρ-dominance model
of the photon.

Pion fragmentation 
region in ATLAS

Leading neutron in LHCf

Measurement of pion exchange at LHC

Bent-crystal deflection

Fixed target experiment at LHC
can be operated fully parasitically
to collider experiments.

A bent crystal, using the
channeling e↵ect, deflects a tiny
amount of protons from LHC

ralf.ulrich@kit.edu 13

Fixed-target experiment at LHC

Deflection of protons 
of beam halo by crystal

(Ulrich et al., ICRC 2015)



Summary & outlook
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Overall reasonably good description of inclusive shower observables, 
but some shortcomings in reproducing correlations (composition) 

Accelerator data triggered new developments of hadronic interaction models 

Muon production still rather uncertain, some sources of uncertainty identified 

Uncertainty of Xmax predictions not really understood 

Dedicated accelerator measurements and data analyses possible 
and needed to improve situation



Very good agreement

TA event simulation for surface array
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Auger event simulation for surface array
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Angles and number of stations comparison
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Angles and number of stations comparison

zenith [degree]
0 10 20 30 40 50 600

0.005

0.01

0.015

0.02

data

MC

azimuth [degree]
0 20 40 60 80 100 120 140 160 180

0.01

0.02

0.03

0.04

0.05

0.06

data

MC

stations / event
2 4 6 8 10 12 14 16 18

0.001

0.01

0.1
data

MC

3

S(1000) and reduced �2
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� MC energy distribution is not exactly the same as for data, but
this does not introduce any bias on the migration matrix
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Stations distributions

signal/station [VEM]
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� The distribution of the distance of the station to the shower
axis illustrates that the core locations/bias are the same in data
and MC, thus I skipped the core location plots.
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Stations distributions

signal/station [VEM]
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� The distribution of the distance of the station to the shower
axis illustrates that the core locations/bias are the same in data
and MC, thus I skipped the core location plots.

5

CORSIKA + full detector 
simulation (50% p + 50% Fe)

Zenith angle Azimuth angle

Distance of triggered stations Signal per station

Very good agreement



Composition and model sensitivity ?
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Angles and number of stations comparison
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Stations distributions
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Stations distributions
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Distance of triggered stations Signal per station

Most observables not very sensitive 
to details of shower simulation

Auger Collab.

TA Collab.
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12 6 Results
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Figure 7: Corrected transverse energy density for different centralities compared with HYD-
JET 1.8 and AMPT (left panel) and EPOS-LHC and QGSJETII.3 (right panel). The vertical error
bars are of systematic nature, while the statistical uncertainties are too small to be visible. The
horizontal error bar indicates the acceptance of CASTOR. The data points from Ref. [30] are
plotted symmetrically with respect to h = 0.

Table 3: Values of dE/dh corrected to hadron level as a function of Npart in CASTOR.
dE/dh in TeV

Npart value stat. uncertainty syst. uncertainty
394 (0-2.5%) 59.2 0.1 13.1

369 (2.5-5.0%) 55.0 0.1 12.2
342 (5-7.5%) 50.6 0.1 11.2

317 (7.5-10%) 46.4 0.1 10.3
261 (10-20%) 37.4 0.05 8.3
187 (20-30%) 25.8 0.05 5.7
130 (30-40%) 17.2 0.05 3.8
86 (40-50%) 10.8 0.05 2.4
54 (50-60%) 6.3 0.02 1.4
31 (60-70%) 3.3 0.02 0.7
16 (70-80%) 1.6 0.01 0.4

central pseudorapidities. This points to the fact that the peak of the energy density is reached
in (or is very close to) the CASTOR acceptance. The data in |h| < 5.2 has been discussed
in Ref. [30], however, here specifically the CASTOR data are included in the comparison to
models. The EPOS-LHC model describes the more central collisions better, while QGSJETII.3
agrees better with the peripheral data. The growth of energy at central rapidity with increasing
centrality is faster in EPOS-LHC, QGSJETII.3 and AMPT than observed in the data. HYDJET 1.8
is very well tuned to the central rapidities and can describe the shape of dE/dh as well as the
growth of energy with centrality very well, however, beyond |h| ⇡ 3 the agreement to the data
becomes worse. AMPT has some problems in describing the shape of the measurements in all
centrality classes.

In Fig. 7 the corresponding result for the transverse energy, ET = E/ cosh h, is shown. The

11
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Figure 6: Corrected energy density for different centralities compared with HYDJET 1.8 and
AMPT (left panel) and EPOS-LHC and QGSJETII.3 (right panel). The vertical error bars are of
systematic nature, while the statistical uncertainties are too small to be visible. The horizon-
tal error bar indicates the acceptance of CASTOR. The data points from Ref. [30] are plotted
symmetrically with respect to h = 0.

The biggest contribution to the overall systematic uncertainty originates from the determina-
tion of the absolute energy scale of CASTOR. The total amount of systematic uncertainty of the
CASTOR measurement is thus 22 %, with only a marginal dependence on the centrality.

6 Results
The essence of the study presented here is a measurement of the energy density, dE/dh, in
PbPb collisions at psNN = 2.76 TeV as a function of pseudorapidity and collision centrality
extending to very forward pseudorapidities which has been enabled by the inclusion of the
CASTOR. In Table 3 the dE/dh values corrected to hadron level in the pseudorapidity range
covered by CASTOR are given.

The measured energy density compared to different MC models is shown in Fig. 6. The very
forward data from CASTOR indicate a slower rise of dE/dh with h as compared to the more

Table 2: Summary of the systematic uncertainties for measurement in CASTOR calorimeter.
CASTOR

Npart=16 Npart=394
HF energy scale 10 % 10 %

Extrapolation + model dependence 10 % 10 %
CASTOR non-compensation 5 % 5 %

CASTOR position 16 % 16 %
PbPb correction factors 2 % ⇡ 1 %

Vertex distribution 2 % ⇡ 1 %
Calorimeter noise < 1 % ⇡ 0 %

Total 22 % 22 %

What can we learn from the Pb-Pb data ?

47

-­‐ Mixed	
  results:	
  EPOS	
  be\er	
  for	
  central	
  collisions,	
  QGSJET	
  be\er	
  for	
  peripheral	
  ones	
  ?	
  
-­‐ Not	
  all	
  models	
  can	
  be	
  run	
  for	
  heavy	
  ions,	
  no	
  hydrodynamics	
  implemented	
  (except	
  EPOS)	
  
-­‐ Importance	
  of	
  high-­‐density	
  effects	
  much	
  higher	
  in	
  Pb-­‐Pb	
  than	
  air	
  showers

Example:	
  lead-­‐lead	
  collisions	
  (CMS	
  results)



And what about p-Pb data ?
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it has been shown now that such initial stage suppression of hard processes is not observed

in heavy ion data (gamma or Z boson production). This problem is being solved in the

EPOS 3 [12] version (currently under development).

4.2 proton-Lead

From p-p and p-Pb data, all free parameters of eq. 2.4, 2.5, and 2.6 are fixed. The free

parameter in eq. 2.7 is fixed in order to have the same flow in p-p and p-A for the same

multiplicity as shown on figure 19. Here Pb-p simulations at 5 TeV (dashed line) are

compared to data and simulations for p-p at 7 TeV like in figure 12. At low multiplicity we

observe the same flow behavior in p-p and Pb-p by construction (pp flow parametrization

regime from eq. 2.8), but when Nch is higher than about 100 particles, the ⟨pt⟩ doesn’t

increase anymore because we enter a different regime with a larger volume and we have

a transition to the AA flow parametrization (from eq. 2.5). Since ypxrad ≫ ymx
rad, the latter

increase much slower with the multiplicity.
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Figure 19. Average transverse momentum ⟨pt⟩
of identified particles (π, K and p) as a function
of the number of charged particles for particles
with rapidity |y| < 1 in p-p collisions at 7 TeV
(solid line) and Pb-p collisions at 5 TeV (dashed
line). Simulations are done with EPOS LHC
including core formation.. Points are data from
CMS experiment [21] for p-p scattering.
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Figure 20. Pseudorapidity distribution
of charged particles from Pb-p collisions
at 5.02 TeV. Simulations are done with
EPOS LHC with (solid line) or without core
(dash-dotted line). Points are data from the
ALICE experiment [32].

To test the model predictions, it is now possible to compare to Pb-p data. As we can

see on figure 20, the pseudorapidity distribution of charged particles from Pb-p collisions at

5.02 TeV as measured by the ALICE experiment [32] is very well reproduced by EPOS LHC

(solid line). The effect of the core formation is very small on the average multiplicity (dash-

dotted line without core). It is a real prediction since no parameters has been changed to

reproduce these data.

An important test of particle production in nuclear collisions is to study the ratio

of the pt distribution in p-A with the one in p-p normalized by the number of binary

collisions. It is called the nuclear modification factor RpPb. Any deviation from 1 indicates a

nuclear effect. On figure 21 is presented the nuclear modification factor of charged particles

– 16 –

Pseudorapidity density in p–Pb collisions ALICE Collaboration

low pT by 50%. The uncertainty related to the trigger and event selection efficiency for NSD collisions
is estimated to be 3.1% using a small sample of events collected with the ZNA trigger with an offline
selection on the deposited energy corresponding to approximately 7 neutrons from the Pb remnant. The
value used for the threshold has been determined from DPMJET with associated nuclear fragment pro-
duction [39], and was chosen to suppress the contamination of the EM and SD interactions. In total, a
systematic uncertainty of about 3.8% is obtained by adding in quadrature all the contributions.

Fig. 1: Pseudorapidity density of charged particles measured in NSD p–Pb collisions at
p

sNN = 5.02 TeV
compared to theoretical predictions [3–7]. The calculations [4, 5] have been shifted to the laboratory system.

The resulting pseudorapidity density is presented in Fig. 1 for |hlab|< 2. A forward–backward asymme-
try between the proton and lead hemispheres is clearly visible. The measurement is compared to particle
production models [3–7] that describe similar measurements in other collision systems [9, 20–31]. The
two-component models [4, 6] combine perturbative QCD processes with soft interactions, and include
nuclear modification of the initial parton distributions. The saturation models [3, 5, 7] employ coher-
ence effects to reduce the number of soft gluons available for particle production below a given energy
scale. The calculations [3, 6, 7] at

p
sNN = 5.02 TeV were provided by the authors in the laboratory

4

Inelastic Proton-Lead Cross Section at 5.02TeV

Test of Glauber model and extensions of the
Glauber model directly at LHC

ralf.ulrich@kit.edu UHECR and their interactions 41

Problem: no theory or recipe for 
transition from high-density physics 
to peripheral collisions



How to select peripheral collisions ?
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The shapes of the Npart and Ncoll distributions shown in Figure 18 for Au+Au
collisions reflect the fact that peripheral A+B collisions are more likely than central
collisions. ⟨Npart⟩ and ⟨Ncoll⟩ for a given experimental centrality class, for example,
the 10% most central collisions, depend on the fluctuations of the centrality variable,
which is closely related to the geometrical acceptance of the respective detector. By
simulating the fluctuations of the experimental centrality variable and applying similar
centrality cuts as in the analysis of real data, one obtains Npart and Ncoll distributions for

Au+Au at  sNN = 200 GeV
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Figure 18
Npart and Ncoll distributions
in Au+Au collisions at√sNN = 200 GeV from a
Glauber Monte Carlo
calculation. By applying cuts
on simulated centrality
variables, in this case the
beam-beam counter array
and zero-degree calorimeter
signal as measured by
PHENIX, one obtains Npart
and Ncoll distributions for
the respective centrality
class.
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Selection using activity in  
central region not suited, 
as this should be an observable

Only practical possibility:  
measurement of forward 
spectator nucleons?

(Miller at al., Ann. Rev. Nucl. Part. Sci. 2007)



Need for measuring p-O collisions at LHC 
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So far models only tuned for p-p interactions (and partially p-Pb, Pb-Pb) 

- Models with similar p-p predictions differ significantly for p-O 

- Example: difference in multiplicity prediction of models corresponds to  
difference between p and He of cosmic ray particles (ΔXmax ~ 20 g/cm2) 

- Forward particle production in p-O essentially unknown 

- Peripheral collisions in p-O much more important than in p-Pb 

- Model predictions give only lower limit to real uncertainty due to similar assumptions,  
need data to estimate real uncertainty
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Figure 15: Inelasticity as a function of center-of-mass energy for p-p interactions on left panel and
p-O interactions on right panel. Predictions are from EPOS LHC (solid line) and QGSJETII-04
(dashed line).
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Figure 16: Pseudorapidity distribution dN/dη of charged particles for inelastic events for p-p
interactions at 14 TeV on left panel and O-p interactions at 10 TeV on right panel. Predictions are
from EPOS LHC (solid line) and QGSJETII-04 (dashed line).
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Figure 17: Multiplicity distribution of charged particles for inelastic events for p-p interactions at
14 TeV on left panel and O-p interactions at 10 TeV on right panel. Predictions are from EPOS LHC
(solid line) and QGSJETII-04 (dashed line).
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Importance of correlations for fluctuations
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Electromagnetic showers: Heitler model

D
ep

th
 X

  (
g/

cm
2 )

Number of charged particles

�em

Nmax = E0/Ec

Xmax � �em ln(E0/Ec)

Shower maximum: 

E0

E = Ec

E = E0/2n
X = n �em
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Muon production in hadronic showers

Primary particle proton

π0 decay immediately

π± initiate new cascades 

Assumptions:  
• cascade stops at 

• each hadron produces one muon 

Epart = Edec

Nµ =
�

E0

Edec

⇥�

� =
lnnch

lnntot
� 0.82 . . .0.95

(Matthews, Astropart.Phys. 22, 2005) 53
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Superposition model

54

Proton-induced shower

Nµ =
�

E0

Edec

⇥�

Nmax = E0/Ec

Assumption: nucleus of mass A and energy E0 corresponds 
                        to A nucleons (protons) of energy En = E0/A

Xmax � �eff ln(E0)

XA
max � �eff ln(E0/A)

NA
µ = A

�
E0

AEdec

⇥�
= A1��Nµ

NA
max = A

�
E0

AEc

⇥
= Nmax

�� 0.9



Superposition model: correct prediction of mean Xmax

56

42

39

24

iron nucleus

Depth X

Number of 
nucleons without  
interaction

56

42
39

24
56 protons

iron

npart =
�Fe�air

�p�air

Glauber approximation (unitarity)

Superposition and semi-superposition models 
applicable to inclusive (averaged) observables

(J. Engel et al. PRD D46, 1992)
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Consistent description of Xmax data ?

56

hln Ai and �(ln A)2

one-two-one relation of experimental observables to moments
of the mass distribution on top of the atmosphere:

hX
max

i ⇡ hX p
max

i � Dp hln Ai
�(X

max

)2 ⇡ h�2
i i+ D2

p �(ln A)2

given average depth of protons hX p
max

i, elongation rate Dp and
mass-averaged shower fluctuations h�2

i i.†

I hln Ai = P
fi ln Ai

e.g. pure p ! hln Ai = 0, pure Fe ! hln Ai ⇡ 4, 50:50 p/Fe ! hln Ai ⇡ 2

I �(ln A)2 = hln2 Ai � hln Ai2

e.g. pure p ! �(ln A)2 = 0, pure Fe ! �(ln A)2 = 0, 50:50 p/Fe ! �(ln A)2 ⇡ 4

† see J. Linsley, Proc. 18th ICRC, 1983 and Proc. 19th ICRC 1985 and also

K.H. Kampert&MU, APP (2012) 660 and Auger Collab., JCAP (2013) 026.
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hln Ai from Auger Data using Air Shower Simulations
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�2
ln A from Auger Data using Air Shower Simulations
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I negative variance using QGSJETII-04

(but within systematics)
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hln Ai and �(ln A)2

one-two-one relation of experimental observables to moments
of the mass distribution on top of the atmosphere:

hX
max

i ⇡ hX p
max

i � Dp hln Ai
�(X

max

)2 ⇡ h�2
i i+ D2

p �(ln A)2

given average depth of protons hX p
max

i, elongation rate Dp and
mass-averaged shower fluctuations h�2

i i.†

I hln Ai = P
fi ln Ai

e.g. pure p ! hln Ai = 0, pure Fe ! hln Ai ⇡ 4, 50:50 p/Fe ! hln Ai ⇡ 2

I �(ln A)2 = hln2 Ai � hln Ai2

e.g. pure p ! �(ln A)2 = 0, pure Fe ! �(ln A)2 = 0, 50:50 p/Fe ! �(ln A)2 ⇡ 4

† see J. Linsley, Proc. 18th ICRC, 1983 and Proc. 19th ICRC 1985 and also

K.H. Kampert&MU, APP (2012) 660 and Auger Collab., JCAP (2013) 026.
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